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Part I

The rise and fall of the science of weather
modification by cloud seeding

In Part I we examine human attempts at purposely modifying weather and
climate. We also trace the history of the science of weather modification by cloud
seeding describing its scientific basis and the rise and fall of funding of weather
modification scientific programs, particularly in the United States.





1

The rise of the science of weather modification
by cloud seeding

Throughout history and probably prehistory man has sought to modify weather
by a variety of means. Many primitive tribes have employed witch doctors or
medicine men to bring clouds and rainfall during periods of drought and to
drive away rain clouds during flooding episodes. Numerous examples exist where
modern man has shot cannons, fired rockets, rung bells, etc. in attempts to modify
the weather (Changnon and Ivens, 1981).

It was Schaefer’s (1948a) discovery in 1946 that the introduction of dry ice
into a freezer containing cloud droplets cooled well below 0 �C (what we call
supercooled droplets) resulted in the formation of ice crystals, that launched us
into the modern age of the science of weather modification.1 Working for the
General Electric Research Laboratory under the direction of Irving Langmuir on
a project investigating ways to combat aircraft icing, Schaefer learned to form a
supercooled cloud by blowing moist air into a home freezer unit lined with black
velvet. He noted that at temperatures as cold as −23 �C, ice crystals failed to form
in the cloud. Introducing a variety of substances in the cloud failed to convert the
cloud to ice crystals. It was only after a piece of dry ice was lowered into the cloud
that thousands of twinkling ice crystals could be seen in the light beam passing
through the chamber. He subsequently showed that only small grains of dry ice
or even a needle cooled in liquid air could trigger the nucleation of millions of
ice crystals.

Motivated by Schaefer’s discovery, Vonnegut (1947), also a researcher at the
General Electric Research Laboratory, began a systematic search through chem-
ical tables for materials that have a crystallographic structure similar to ice. He
hypothesized that such a material would serve as an artificial ice nucleus. It
was well known at that time that under ordinary conditions, the formation (or
nucleation) of ice crystals required the presence of a foreign substance called a

1 A summary of this early work is given in Havens et al. (1978).
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4 The rise of the science of weather modification

nucleus or mote that would promote their formation. For some time European
researchers such as A. Wegener, T. Bergeron, and W. Findeisen had hypothesized
that the presence of supercooled droplets in clouds indicated a scarcity of ice-
forming nuclei in the atmosphere. It was believed that the dry ice in Schaefer’s
experiment cooled the air to such a low temperature that nucleation took place
without an available nuclei; the process is referred to as homogeneous nucleation.
Vonnegut’s search through the chemical tables revealed three substances which
had the desired crystallographic similarity to ice: lead iodide, silver iodide, and
antimony. Dispersal of a powder of these substances in a cold box had little effect.
Vonnegut then decided to produce a smoke of these substances by vaporizing
the material, and as it condensed a smoke of very small crystals of the material
was created. Vonnegut found that a smoke of silver iodide particles produced
numerous ice crystals in the cold box at temperatures warmer than −20 �C similar
to dry ice in Schaefer’s experiment.

The stage was now set to attempt to introduce dry ice or silver iodide smoke
into real supercooled clouds and observe the impact on those clouds. Again,
the background of previous research by the Europeans (Wegener, Bergeron, and
Findeisen) was important for this stage. They showed that ice crystals once formed
in a supercooled cloud could grow very rapidly by deposition of vapor onto them
at the expense of supercooled cloud droplets. This is due to the fact that the
saturation vapor pressure with respect to ice is lower than the saturation vapor
pressure with respect to water at temperatures colder than zero degrees centigrade.
As shown in Fig. 1.1, the supersaturation with respect to ice increases linearly
with decreasing temperature below 0 �C for a water-saturated cloud. Thus an ice
crystal nucleated in a cloud that is water saturated finds itself in an environment
which is supersaturated with respect to ice and can thereby grow rapidly by
deposition of vapor. As vapor is deposited on the growing ice crystals the vapor
in the cloud is depleted, and the cloud vapor pressure lowers to below water
saturation. Thus cloud droplets evaporate providing a reservoir of water vapor for
growing ice crystals. The ice crystals, therefore, grow at the expense of the cloud
droplets.

It was thus hypothesized that the insertion of dry ice or silver iodide in a
supercooled cloud would initiate the formation of ice crystals, which in turn
would grow by vapor deposition into ice crystals. Precipitation could be artificially
initiated in such clouds.

Langmuir (1953) calculated theoretically the number of ice crystals that would
form from dry ice pellets of a given size. He also predicted that the latent heat
released as the ice crystals grew by vapor deposition would warm the seeded part
of the cloud, causing upward motion and turbulence which would disperse the
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Figure 1.1 Supersaturation with respect to ice as a function of temperature for a
water-saturated cloud. The shaded area represents a water-supersaturated cloud.
From Cotton and Anthes (1989).

mist of ice crystals created by seeding over a large volume of the unseeded part
of the cloud.

On November 13, 1946, Schaefer (1948b) dropped about 1.4 kg of dry ice
pellets from an aircraft flying over a supercooled stratus cloud near Schenectady,
New York. Similar to the laboratory cold box experiments, the cloud rapidly
converted to ice crystals which fell out as snow beneath the stratus deck. This, as
well as a number of other exploratory seeding experiments, led to the formation
of Project Cirrus.

1.1 Project Cirrus

Under Project Cirrus, Langmuir and Schaefer performed a number of exploratory
cloud seeding experiments including seeding of cirrus clouds, supercooled stratus
clouds, cumulus clouds, and even hurricanes. Supercooled stratus clouds yielded
the clearest response to seeding. A variety of aircraft patterns were flown over
the stratus clouds while dropping dry ice. Patterns included L-shaped, race track,
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and Greek gammas. The response was the formation of holes in the clouds whose
shape mirrored the aircraft flight pattern (see Fig. 1.2).

Seeding of supercooled cumulus clouds produced more controversial results.
Dry ice and silver iodide seeding experiments were carried out at a variety of
locations with the most comprehensive experiments being over New Mexico.
Based on four seeding operations near Albuquerque, New Mexico, Langmuir
claimed that seeding produced rainfall over a quarter of the area of the state
of New Mexico. He concluded that “The odds in favor of this conclusion as
compared to the rain was due to natural causes are millions to one.” Langmuir
was even more enthusiastic about the consequences of silver iodide seeding over
New Mexico. The explosive growth of a cumulonimbus cloud and the heavy
rainfall near Albuquerque and Santa Fe were attributed to the direct results of
ground-based silver iodide seeding. In fact Langmuir concluded that nearly all
the rainfall that occurred over New Mexico on the dry ice seeding day and the
silver iodide seeding day were the result of seeding.

One of the most controversial experiments performed during Project Cirrus
was the periodic seeding experiment. In this experiment a ground-based silver
iodide generator was operated on a 7-day periodic schedule with the generator

Figure 1.2 Race track pattern approximately 20 miles long produced by drop-
ping crushed dry ice from an airplane. The safety-pin-like loop at the near end of
the pattern resulted when the dry ice dispenser was inadvertently left running as
the airplane began climbing to attain altitude from which to photograph results.
From Havens et al. (1978). Photo courtesy of Dr. Vincent Schaefer.
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being operated 8 hours a day on Tuesday, Wednesday, and Thursday and turned
off the rest of the week. A total of 1000 g of silver iodide was used per week
and the experiment was carried out from December 1949 to the middle of 1951.
The analysis of precipitation and other weather records over the Ohio River basin
and other regions to the east of New Mexico revealed a highly significant 7-day
periodicity. Langmuir and his colleagues were convinced that this periodicity in
the rainfall records was a direct result of their seeding in New Mexico. Other
scientists were not so convinced (Lewis, 1951; Wahl, 1951; Wexler, 1951; Brier,
1955; Byers, 1974). They showed that large-amplitude 7-day periodicities in
rainfall and other meteorological variables, though not common, had occurred
during the period 1899–1951. Thus they felt the rainfall periodicity was due to
natural variability rather than to a direct consequence of cloud seeding.

Convinced that cloud seeding was a miraculous cure to all of nature’s evils,
Langmuir and his colleagues carried out a trial seeding experiment of a hurricane
with the hope of altering the course of the storm or reducing its intensity. On
October 10, 1947, a hurricane was seeded off the east coast of the United States.
About 102 kg of dry ice was dropped in clouds in the storm. Due to logisti-
cal reasons, the eyewall region and the dominate spiral band were not seeded.
Observers interpreted visual observations of snow showers as evidence that seed-
ing had some effect on cloud structure. Following seeding, the hurricane changed
direction from a northeasterly to a westerly course, crossing the coast into Geor-
gia. The change in course may have been a result of the storm’s interaction with
the larger-scale flow field. Nonetheless, General Electric Corporation became the
target of lawsuits for damage claims associated with the hurricane.

While the main focus of research during Project Cirrus was the dry ice and
silver iodide seeding of supercooled clouds, some theoretical and experimental
effort was directed toward stimulated rain formation in non-freezing clouds or
what we will refer to as warm clouds. In 1948, Langmuir (1948) published his
theoretical study of rain formation by chain reaction. According to his theory, once
a few raindrops grew by colliding and coalescing with smaller drops to such a size
that they would break up, the fragments they produced would serve as embryos
for further growth by collection. The smaller-sized embryos would then ascend in
the cloud updrafts while growing by collection and also break up creating more
raindrop embryos. Langmuir hypothesized that insertion of only a few raindrops in
a cloud could infect the cloud with raindrops through the chain-reaction process.
Some attempts were made to initiate rain in warm clouds by water-drop seeding
in Puerto Rico, though no suitable clouds were found. Subsequently Braham
et al. (1957) and others at the University of Chicago demonstrated that one could
initiate rainfall by water-drop seeding. This experiment will be discussed more
fully in a later section.
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In summary, Project Cirrus launched the United States and much of the world
into the age of cloud seeding. The impact of this project on the science of cloud
seeding, cloud physics research, and the entire field of atmospheric science was
similar to the effects of the launching of Sputnik on the United States aerospace
industry.



2

The glory years of weather modification

2.1 Introduction

The exploratory cloud seeding experiments performed by Langmuir, Schaefer, and
Project Cirrus personnel fueled a new era in weather modification research as well
as basic research in the microphysics of precipitation processes, cloud dynamics,
and small-scale weather systems, in general. At the same time commercial cloud
seeding companies sprung up worldwide practicing the art of cloud seeding to
enhance and suppress rainfall, dissipate fog, and decrease hail damage. Armed
with only rudimentary knowledge of the physics of clouds and the meteorology
of small-scale weather systems, these weather modification practitioners sought
to alleviate all the symptoms of undesirable weather by prescribing cloud seeding
medication. The prevailing view was “cloud seeding is good!”

Scientists were now faced with the major challenge of proving that cloud seed-
ing did indeed result in the enhancement of precipitation or produce some other
desired response, as well as unravel the intricate web of physical processes respon-
sible for both natural and artificially stimulated rainfall. We, therefore, entered
the era where scientists had to get down in the trenches and sift through every
little piece of physical evidence to unravel the mysteries of cloud microphysics
and precipitation processes.

As the science of weather modification developed, two schools of cloud seeding
methodology emerged. One school embraced what is called the static mode of
seeding while the other is called the dynamic mode of seeding. In the next few
sections, we will review these two approaches including the application of cloud
seeding to hail suppression, hurricane modification, and precipitation enhancement
in warm clouds.

2.2 The static mode of cloud seeding

We have seen that the pioneering experiments of Schaefer and Langmuir suggested
that the introduction of dry ice or silver iodide into supercooled clouds could

9



10 The glory years of weather modification

initiate a precipitation process. The underlying concept behind the static mode of
cloud seeding is that natural clouds are deficient in ice nuclei. (For an excellent,
more technical review of static seeding, see Silverman (1986).)

As a result many clouds contain an abundance of supercooled liquid water
which represents an underutilized water resource. Supercooled clouds are thus
viewed to be inefficient in precipitation formation, where precipitation efficiency
is defined as the ratio of the rainfall rate or flux of rainfall on the ground to the
flux of water substance entering the base of a cloud. The major focus of the static
mode of cloud seeding is to increase the precipitation efficiency of a cloud or
cloud system.

In its simplest form the static mode of cloud seeding was based on the Bergeron–
Findeisen concept in which ice crystals nucleated either naturally or through
seeding in a water-saturated supercooled cloud will grow by vapor deposition at
the expense of cloud droplets. Figure 2.1 illustrates schematically the Bergeron–
Findeisen process. Seeding therefore can convert a naturally inefficient cloud
containing supercooled cloud droplets into a precipitating cloud in which the
precipitation is in the form of vapor-grown ice crystals or raindrops formed from
melted ice crystals. The “seedability” of a cloud is thus primarily a function of the
availability of supercooled water. Because laboratory cloud chambers predicted
that natural ice nuclei concentrations increased exponentially with the degree of
supercooling (i.e., degrees colder than 0 �C) and because the amount of water vapor
available for condensation increases with temperature, it was generally believed
that the availability of supercooled water was greatest at warm temperatures, or
between 0 �C and −20 �C.

Cloud seeding experiments and research on the basic physics of clouds during
the 1950s through the early 1980s revealed that this simple concept of static

Figure 2.1 Schematic illustration of the Bergeron–Findeisen process.
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seeding is only applicable to a limited range of clouds. It was found that in many
supercooled clouds, the primary natural precipitation process was not growth
of ice crystals by vapor deposition but growth of precipitation by collision and
coalescence, or collection (see Fig. 2.2). It was found that clouds containing rel-
atively low concentrations of cloud condensation nuclei (CCN) were more likely
to produce rain by collision and coalescence among cloud droplets than clouds
containing high concentrations of CCN. If a cloud condenses a given amount of
supercooled liquid water, then a cloud containing low CCN concentrations will
produce fewer cloud droplets than a cloud containing high CCN concentrations.
As a result, in a cloud containing fewer cloud droplets, the droplets will be bigger
on the average and fall faster than a cloud containing numerous, slowly settling
cloud droplets. Because some of the bigger cloud droplets will settle through a
population of smaller droplets more readily in a cloud containing low CCN con-
centrations, a cloud containing low CCN concentrations is more likely to initiate
a precipitation process by collision and coalescence among cloud droplets than
a cloud with a high CCN concentration. Generally clouds forming in a maritime
airmass have lower concentrations of CCN than clouds forming in continental
regions, often differing by an order of magnitude or more, and in polluted air
masses the CCN concentrations can be 40 times that found in a clean maritime
airmass.

It was also found that clouds having relatively warm cloud base temperatures
were richer in liquid water content than clouds having cold cloud base tempera-
tures. This is because the saturation vapor pressure increases exponentially with
temperature. As a result clouds with warm cloud base temperatures have much
more water vapor entering cloud base available to be condensed in the upper

Figure 2.2 Illustration of growth of a drop by colliding and coalescing with
smaller, slower-settling cloud droplets. From Cotton (1990).
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levels of the cloud than a cloud with cold base temperatures. What this means
is that clouds forming in a maritime airmass with low CCN concentrations and
having warm cloud base temperatures have a high potential of being very efficient
natural rain producers by collision and coalescence of cloud droplets.

The collision and coalescence process is not limited to just liquid drops col-
liding with liquid drops. Once ice crystals become large enough and begin to
settle through a cloud of small supercooled droplets, the ice crystals can grow
by collecting those droplets as they rapidly fall through a population of cloud
droplets to form what we call rimed ice crystals or graupel particles (see Fig. 2.3).
Frozen raindrops can also readily collide with supercooled cloud droplets to form
hailstones or large graupel particles. The larger the liquid water content in clouds,
the more likely that precipitation will form by one of the above collection mecha-
nisms. Therefore, natural clouds can be far more efficient precipitation producers
than would be expected from the simple concept of precipitation formation pri-
marily by vapor growth of ice crystals.

Research during the same period revealed that laboratory ice nucleus counters
were not always good predictors of ice crystal concentrations. Observations of
ice crystal concentrations showed that in many clouds the observed ice crystal
concentrations exceeded estimates of ice crystal concentrations by four to five
orders of magnitude! The greatest discrepancies between observed ice crystal
concentrations and concentrations diagnosed from ice nucleus counters occurred
in clouds with relatively warm cloud top temperatures (i.e., warmer than −10 �C)
and those having significant concentrations of heavily rimed ice particles such as
graupel and frozen raindrops. These are the clouds that contain relatively high
liquid water contents and/or an active collection process. In other words, clouds
that are warm-based and maritime are most likely to contain much higher ice
crystal concentrations than ice nuclei concentrations. On the other hand, clouds
in which ice crystal growth by vapor deposition prevails and in which riming

Figure 2.3 Riming of ice crystals or graupel particles.
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is modest generally exhibit ice crystal concentrations comparable to ice nuclei
concentrations.

The reasons for the discrepancy between ice crystal concentrations and ice
nuclei concentrations are not fully understood today. Some researchers concluded
from observational studies that temperature has little influence on the ice crystal
concentrations (Hobbs and Rangno, 1985). Instead, it is argued that the droplet
size distribution in clouds has the major controlling influence on ice crystal
concentrations.

In recent years several laboratory experiments have revealed that under certain
cloud conditions, ice crystal concentrations can be greatly enhanced by an ice
multiplication process (Hallett and Mossop, 1974; Mossop and Hallett, 1974). The
laboratory studies suggest that over the temperature range −3 �C to −8 �C, copious
quantities of secondary ice crystals are produced when an ice crystal or graupel
particle collects or rimes supercooled cloud droplets. The secondary production
of ice crystals is greatest when the supercooled cloud droplet population contains
a significant number of large cloud droplets (r > 12 �m). Figure 2.4 illustrates
the rime-splinter secondary ice crystal production process. The presence of large
cloud droplets would be greatest in clouds that are warm-based and maritime.
Moreover, warm-based maritime clouds are more likely to contain supercooled
raindrops which, when frozen, can serve as active sites for riming growth and
secondary particle production. Thus, the Hallett–Mossop rime-splinter process
is consistent with many field observations which suggest that clouds that are

Figure 2.4 Illustration of secondary ice particle production by ice particle
collection of supercooled cloud droplets at temperatures between −4 �C to −8 �C.
From Cotton (1990).
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maritime and warm-based are more likely to contain ice crystal concentrations
greatly in excess of ice nuclei concentrations.

The rime-splinter secondary ice crystal production process may not explain all
the observations of high ice crystal concentrations relative to ice nuclei estimates
but it is consistent with many of them. Still other processes not understood at this
time may be operating in some cases of observed high ice crystal concentrations
relative to ice nuclei concentrations.

The implication of these physical studies is that the “window of opportunity” for
precipitation enhancement by cloud seeding is much smaller than was originally
thought. Clouds that are warm-based and maritime have a high natural potential
for producing precipitation. On the other hand, clouds that are cold-based and
continental have reduced natural potential for precipitation formation and, hence,
the opportunity for precipitation enhancement by cloud seeding is much greater,
although the total water available would be less than in a warm-based cloud.

This is consistent with the results of field experiments testing the static seeding
hypothesis. The Israeli I and II Experiments were quite successful in producing
positive yields of precipitation in seeded clouds (Gagin and Neumann, 1981). The
clouds that were seeded over Israel had relatively cold bases (5–8 �C) and were
generally continental such that there was little evidence of a vigorous warm rain
process or the presence of large quantities of heavily rimed graupel particles. Other
cloud seeding experiments were not so fortunate and either no effects of seeding
or even decreases in precipitation were inferred (Tukey et al., 1978; Kerr, 1982).
Presumably the opportunities for vigorous warm rain processes and secondary ice
particle formation were greater in those clouds. In those clouds, seeding could
not compete effectively with natural precipitation formation processes or natural
precipitation processes masked the seeding effects so that they could not be
separated from the natural variability of precipitation.

A number of observational and theoretical studies have also suggested that
there is a cold temperature “window of opportunity” as well. Studies of both
orographic and convective clouds have suggested that clouds colder than −25 �C
have sufficiently large concentrations of natural ice crystals that seeding can either
have no effect or even reduce precipitation (Grant and Elliot, 1974; Gagin and
Neumann, 1981; Gagin et al., 1985; Grant, 1986). It is possible that seeding such
cold clouds could reduce precipitation by creating so many ice crystals that they
compete for the limited supply of water vapor and result in numerous, slowly
settling ice crystals which evaporate before reaching the ground. Such clouds are
said to be overseeded.

There are also indications that there is a warm temperature limit to seeding
effectiveness (Grant and Elliot, 1974; Gagin and Neumann, 1981; Cooper and
Lawson, 1984). This is believed to be due to the low efficiency of ice crystal
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production by silver iodide at temperatures approaching −4 �C and to the slow
rates of ice crystal vapor deposition growth at warm temperatures. Thus there
appears to be a “temperature window” of about −10 �C to −25 �C where clouds
respond favorably to seeding (i.e., exhibit seedability).

There also seems to be a “time window” of opportunity for seeding in many
clouds; especially convective clouds. It is well known that the life cycle of
convective clouds is significantly affected by the entrainment of dry environmental
air. As dry environmental air is entrained into cumuli, cloud droplets formed
in moist updraft air are evaporated, causing cooling that then forms downdrafts
which terminate the life cycle of the cumuli. It was found during the HIPLEX-1
Experiment (Cooper and Lawson, 1984) that the timescale for which sufficient
supercooled cloud water was available for seeding in ordinary cumuli was less
than 14 minutes. In towering cumuli and small cumulonimbi, the timescale is
not so limited by entrainment as in smaller cumuli, but those clouds are more
likely to produce precipitation naturally thus competing for the available cloud
water. The time window of opportunity in larger cumuli is therefore much more
variable and uncertain since it depends not only on dynamic timescales which
control entrainment, but also on the timescales of natural precipitation formation.

Physical studies and inferences drawn from statistical seeding experiments sug-
gest there exists a more limited window of opportunity for precipitation enhance-
ment by the static mode of cloud seeding than originally thought. The window of
opportunity for cloud seeding appears to be limited to:

(1) clouds that are relatively cold-based and continental;
(2) clouds having top temperatures in the range −10 �C to −25 �C;
(3) a timescale limited by the availability of significant supercooled water before deple-

tion by entrainment and natural precipitation processes.

This limited scope of opportunities for rainfall enhancement by the static mode
of cloud seeding that has emerged in recent years may explain why some cloud
seeding experiments have been successful while others have yielded inferred
reductions in rainfall from seeded clouds or no effect. A successful experiment in
one region does not guarantee that seeding in another region will be successful
unless all environmental conditions are replicated as well as the methodology of
seeding. This, of course, is highly unlikely.

We must also recognize that implementing a seeding experiment or operational
program that operates only in the above listed windows of opportunity is extremely
difficult and costly. It means that in a field setting we must forecast the top
temperatures of clouds to assure that they fall within the −10 �C to −25 �C
temperature window. We must determine the extent to which clouds are maritime
and warm-based, versus continental and cold-based, or the likelihood that clouds
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will naturally contain broad droplet spectra and an active warm-rain process.
Because there are no routine measurements of cloud condensation nuclei spectra
nor forecast models with a demonstrated skill in predicting the particular modes
of precipitation formation, the potential of successfully implementing a seeding
strategy in the field in which consideration is given to the natural widths of cloud
droplet spectra and to the natural modes of precipitation formation is not very
good. Furthermore, consideration of a time window complicates implementation
of an operational seeding strategy even more. Seeding material would have to be
targeted at the right time in a cumulus cloud before either entrainment depletes the
available supercooled water or natural precipitation processes deplete the available
liquid water. This would require airborne delivery of seeding material, which is
expensive, and a prediction of the timescales of liquid water availability in clouds
of differing types.

The success of a cloud seeding experiment or operation, therefore, requires
a cloud forecast skill that is far greater than currently in use. As a result, such
experiments or operations are at the mercy of the natural variability of clouds.
The impact of natural variability may be reduced in some regions where the local
climatology favors clouds that are in the appropriate temperature windows and
are more continental. The time window will still exist, however, and this will
yield uncertainty to the results unless the field personnel are particularly skillful
in selecting suitable clouds.

Orographic clouds are less susceptible to a time window as they are steady
clouds and offer a greater opportunity for successful precipitation enhancement
than cumulus clouds. A “time window” of a different type does exist for orographic
clouds which is related to the time it takes a parcel of air to condense to form
supercooled liquid water and ascend to the mountain crest. If winds are weak,
there may be sufficient time for natural precipitation processes to occur efficiently.
Stronger winds may not allow efficient natural precipitation processes but seeding
may speed up precipitation formation. Even stronger winds may not provide
enough time for seeded ice crystals to grow to precipitation before being blown
over the mountain crest and evaporating in the sinking subsaturated air to the lee
of the mountain. A time window related to the ambient winds, however, is much
easier to assess in a field setting than the time window in cumulus clouds.

In summary, the static mode of cloud seeding has been shown to cause the
expected alterations in cloud microstructure including increased concentrations
of ice crystals, reductions of supercooled liquid water content, and more rapid
production of precipitation elements in both cumuli (Cooper and Lawson, 1984)
and orographic clouds (Reynolds and Dennis, 1986; Reynolds, 1988; Super and
Boe, 1988; Super and Heimbach, 1988; Super et al., 1988). The documentation of
increases in precipitation on the ground due to static seeding of cumuli, however,
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has been far more elusive with the Israeli experiment (Gagin and Neumann, 1981)
providing the strongest evidence that static seeding of cold-based, continental
cumuli can cause significant increases of precipitation on the ground. The evidence
that orographic clouds can cause significant increases in snowpack is far more
compelling, particularly in the more continental and cold-based orographic clouds
(Mielke et al., 1981; Super and Heimbach, 1988).

But even these conclusions have been brought into question. The Climax I and
II wintertime orographic cloud seeding experiments (Grant and Mielke, 1967;
Chappell et al., 1971; Mielke et al., 1971, 1981) are generally acknowledged by the
scientific community (National Academy of Sciences, 1975; Tukey et al., 1978)
for providing the strongest evidence that seeding those clouds can significantly
increase precipitation. Nonetheless, Rangno and Hobbs (1987, 1993) question
both the randomization techniques and the quality of data collected during those
experiments and conclude that the Climax II experiment failed to confirm that
precipitation can be increased by cloud seeding in the Colorado Rockies. Even so,
Rangno and Hobbs (1987) did show that precipitation may have been increased by
about 10% in the combined Climax I and II experiments. This should be compared,
however, to the original analyses by Grant et al. (1969) and Mielke et al. (1970,
1971) which indicated greater than 100% increase in precipitation on seeded days
for Climax I and 24% for Climax II. Subsequently, Mielke (1995) explained a
number of the criticisms made by Rangno and Hobbs regarding the statistical
design of the experiments, in particular the randomization procedures, the quality
and selection of target and control data, and the use of 500 mb temperature as
a partitioning criteria. It is clear that the design, implementation, and analysis of
this experiment was a learning process not only for meteorologists but statisticians
as well.

The results of the many reanalyses of the Climax I and II experiments have
clearly “watered down” the overall magnitude of the possible increases in pre-
cipitation in wintertime orographic clouds. Furthermore, they have revealed that
many of the concepts that were the basis of the experiments are far too simpli-
fied compared to what we know today. Furthermore, many of the cloud systems
seeded were not simple “blanket-type orographic clouds” but were part of major
wintertime cyclonic storms that pass through the region. As such, there was a
greater opportunity for ice multiplication processes and riming processes to be
operative in those storms, making them less susceptible to cloud seeding.

Another problem with ground-based seeding of winter orographic clouds is
that it depends on boundary layer transport and dispersion of the seeding mate-
rial. Often the generators are located in valleys in order to facilitate access and
maintenance of the generators. There strong inversions can trap the seeding mate-
rial in the valleys preventing it from becoming entrained into the clouds in the
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higher terrain. Chemical analysis of chemical tracers in snow that are concurrently
released with the seeding material (Warburton et al., 1985, 1995a,b) have revealed
that most of the precipitation falling in the targets during seeded periods does not
contain seeding material and thereby suggests that seeding did not impact those
sites, assuming that the absence of the seeding chemical in the snowfall can be
used for making such a deduction. This problem can be minimized by having more
generators and using modern remotely operated telemetered generators, placing
the generators out of the valleys in higher terrain.

Two other randomized orographic cloud seeding experiments, the Lake Almanor
Experiment (Mooney and Lunn, 1969) and the Bridger Range Experiment (BRE)
as reported by Super and Heimbach (1983) and Super (1986) suggested positive
results. However, these particular experiments used high-elevation silver iodide
generators, which increases the chance that the silver iodide plumes get into the
supercooled clouds. Moreover, both experiments provided physical measurements
that support the statistical results (Super, 1974; Super and Heimbach, 1983,
1988). Using trace chemistry analysis of snowfall for the Lake Almanor project,
Warburton et al. (1995a) found particularly good agreement with earlier statistical
suggestions of seeding-induced snowfall enhancement with cold westerly flow.
They concluded that failure to produce positive statistical results with southerly
flow cases was likely related to seeding mistargeting of the seeded material.
These two randomized experiments strongly suggest that higher-elevation seeding
in mountainous terrain can produce meaningful seasonal snowfall increases.

We noted above, that the strongest evidence of significant precipitation
increases by static seeding of cumulus clouds came from the Israeli I and II
experiments. Even these experiments have come under attack by Rangno and
Hobbs (1995). From their reanalysis of both the Israeli I and II experiments, they
argue that the appearance of seeding-caused increases in rainfall in the Israeli I
experiment was due to “lucky draws” or a Type I statistical error. Furthermore,
they argued that during Israeli II, naturally heavy rainfall over a wide region
encompassing the north target area gave the appearance that seeding caused
increases in rainfall over the north target area. At the same time, lower natural
rainfall in the region encompassing the south target area gave the appearance that
seeding decreased rainfall over that target area.

Rosenfeld and Farbstein (1992) suggested that the differences in seeding effects
between the north and south target areas during Israeli II is the result of the
incursion of desert dust into the cloud systems. They argue that the desert dust
contains more active natural ice nuclei and that they can also serve as coalescence
embryos enhancing collision and coalescence among droplets. Together, the dust
can make the clouds more efficient rain-producers and less amenable to cloud
seeding.
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We argued above that the “apparent” success of the Israeli seeding experiments
was due to the fact that they are more susceptible to precipitation enhancement
by cloud seeding. This is because numerous studies (Gagin, 1971, 1975, 1986;
Gagin and Neumann, 1974) have shown that the clouds over Israel are con-
tinental having cloud droplet concentrations of about 1000 cm−3 and that ice
particle concentrations are generally small until cloud top temperatures are colder
than −14 �C. Furthermore, there is little evidence for ice particle multiplication
processes operating in those clouds.

Rangno and Hobbs (1995) also reported on observations of clouds over Israel
containing large supercooled droplets and quite high ice crystal concentrations at
relatively warm temperatures. In addition, Levin et al. (1996) presented evidence
of active ice multiplication processes in Israeli clouds. This further erodes the
perception that the clouds over Israel were as susceptible to seeding as originally
thought. Naturally, the Rangno and Hobbs (1995) paper generated quite a large
reaction in the weather modification community. The March issue of the Jour-
nal of Applied Meteorology contained a series of comments and replies related
to their paper (Ben-Zvi, 1997; Dennis and Orville, 1997; Rangno and Hobbs,
1997a,b,c,d; Rosenfeld, 1997; Woodley, 1997). These comments and responses
clarify many of the issues raised by Rangno and Hobbs (1995). Nonetheless, the
image of what was originally thought of as the best example of the potential
for precipitation enhancement of cumulus clouds by static seeding has become
considerably tarnished.

Ryan and King (1997) presented a comprehensive overview of over 47 years of
cloud seeding experiments in Australia. These studies almost exclusively focused
on the static seeding concept. In this water-limited country, cloud seeding has
been considered as a potentially important contributor to water management. As
a result their review included discussions of the overall benefits/costs to various
regions.

Over 14 cloud seeding experiments were conducted covering much of south-
eastern, western, and central Australia as well as the island of Tasmania. Ryan
and King (1997) concluded that static seeding over the plains of Australia is
not effective. They argue that for orographic stratiform clouds, there is strong
statistical evidence that cloud seeding increased rainfall, perhaps by as much
as 30% over Tasmania when cloud top temperatures are between −10 �C and
−12 �C in southwesterly airflow. The evidence that cloud seeding had similar
effects in orographic clouds over the mainland of southeastern Australia is much
weaker. This is somewhat surprising from a physical point of view since the
clouds over Tasmania are maritime. As such one would expect the opportuni-
ties for warm-cloud collision and coalescence precipitation processes to be fairly
large. Furthermore, in those maritime clouds ice multiplication processes should



20 The glory years of weather modification

be operative; especially when embedded cumuliform cloud elements are present.
Thus natural ice crystal concentrations should be competitive with concentrations
expected from static seeding, especially in the −10 �C to −12 �C temperature
range. If the results of the Tasmanian experiments are real, benefit/cost analysis
suggests that seeding has a gain of about 13/1. This is viewed as a real gain to
hydrologic energy production.

It is clear, however, that we still do not have the ability to produce statisti-
cally significant increases in surface precipitation from all supercooled cumuli or
orographic clouds. At the very least we conclude that we do not yet have the
ability to discriminate seeding-induced increases in surface precipitation from the
background “noise” created by the high natural variability of surface precipitation
for many cloud systems. The stronger evidence for positive seeding effects on
orographic clouds versus cumuli is due in large measure to the lower natural
variability of wintertime precipitation in orographic clouds than in summertime
cumuli.

2.3 The dynamic mode of cloud seeding

2.3.1 Introduction

We have seen that the fundamental concept of the static mode of cloud seeding
is that precipitation can be increased in clouds by enhancing their precipitation
efficiency. While alterations in the dynamics or air motion in clouds due to
latent heat release of growing ice particles, redistribution of condensed water, and
evaporation of precipitation is inevitable with static mode seeding, it is not the
primary aim of the strategy. By contrast, the focus of the dynamic mode of cloud
seeding is to enhance the vertical air currents in clouds and thereby vertically
process more water through the clouds resulting in increased precipitation. (For an
excellent, more technical review of dynamic seeding see Orville (1986).) In this
section we examine the concepts behind the dynamic mode strategy and discuss
the physical/statistical evidence supporting the concept.

2.3.2 Fundamental concepts

We noted earlier that Langmuir postulated that the latent heat released as ice
crystals grow by vapor deposition would warm the seeded part of a cloud and
cause upward motion and turbulence. The concept is a simple one. As ice crystals
grow by vapor deposition a phase transition takes place in which water vapor
molecules deposit on an ice crystal lattice. During the phase transformation the
latent heat of sublimation, 2�83×106 J kg−1, is released, warming the immediate
environment of the ice crystals. If the cloud contains cloud droplets, however, the
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growth of ice crystals causes the lowering of the cloud saturation pressure below
water saturation, resulting in the evaporation of cloud droplets to restore the cloud
to water saturation. The evaporation of cloud droplets absorbs the latent heat
of vaporization or 2�50 × 106 J kg−1, resulting in a net warming of the cloud of
0�33×106 J kg−1 for the vapor deposited on the ice crystals. Only if all condensed
liquid water is evaporated and deposited on ice crystals will the cloud experience
the full warming effects of the latent heat of sublimation.

Moreover, if supercooled cloud droplets or raindrops freeze by contacting an
ice crystal or ice nuclei, the phase transformation from liquid to ice will release
the latent heat of fusion or 0�33×106 J kg−1 of water frozen. In some instances,
so much supercooled water may freeze that the cloud can become subsaturated
with respect to ice causing the sublimation of ice crystals and partially negating
the positive heat released by freezing.

Why is this heating important to clouds? Many clouds such as cumulus clouds
are buoyancy-driven. When a small volume of air, which we shall call an air
parcel, becomes warmer than its environment it expands and displaces a volume of
environmental air equal to the weight of the warm air. According to Archimedes’
principle, the warmed air will be buoyed up with a force that is equal to the
weight of the displaced environmental air. This upward-directed buoyancy force
will then accelerate a cloud parcel upwards similar to the upward acceleration
one can experience in a hot air balloon when the air inside the balloon is heated
with a propane burner. The simple addition of heat to atmospheric air parcels,
however, does not guarantee that the air will become buoyant.

The buoyancy of a cloud is determined not only by how warm a cloud is with
respect to its environment, but also by how much water is condensed in a cloud.
Condensed water produces negative buoyancy, such that a cloud that is warmer
than its environment can actually become negatively buoyant due to the load of
condensed water it must carry. One consequence of a precipitation process is that
it unloads the upper portions of a cloud from its burden of condensed water (see
Fig. 2.5a). Unleashed from its burden of condensed water, the top of the cloud can
penetrate deeper into the atmosphere. Of course, the water that settles from the
upper part of the cloud transfers the burden of condensed water to lower levels,
causing a weakening of updrafts or formation of downdrafts at lower levels.

Once the raindrops settle into the subsaturated, subcloud layer, they begin to
evaporate. Evaporation of the raindrops absorbs latent heat from the surrounding
air, thereby cooling the air. The denser, evaporatively chilled air sinks towards
the surface, spreading horizontally as it approaches the ground (see Fig. 2.5).
The dense, horizontally spreading air undercuts the warm, moist air, often ele-
vating it to the lifting condensation level (LCL) and perhaps the level of free
convection (LFC). Thus, the settling of raindrops below cloud base can promote
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Figure 2.5 (a) Illustration of droplets settling from the upper levels of a cloud,
thus reducing the amount of liquid water content or water-loading burden on the
cloud. (b) Illustration of the formation of an evaporatively chilled layer near the
surface which can lift surrounding moist air sometimes to the lifting condensation
level (LCL) and level of free convection (LFC). From Cotton (1990).

the development of new cumulus clouds or help sustain existing ones by causing
lifting of warm, moist air into the cloud base level.

Because towering cumulus clouds are taller than fair-weather cumulus clouds,
they often extend to heights that are colder than 0 �C, or the freezing level. Before
significant precipitation occurs, these clouds are called cumulus congestus. Ice
particles can therefore form by either the freezing of supercooled drops or by
nucleation on ice nuclei (IN). As far as the overall behavior of a cumulus cloud
is concerned, the important consequence of droplet freezing and vapor deposition
growth of ice crystals is that additional latent heat is added to the cloudy air.
The latent heat liberated during the freezing and vapor deposition growth of ice
particles therefore contributes to the buoyancy of the cloud, giving the cloud a
boost in its vertical ascent. As a result, towering cumulus clouds often exhibit
explosive vertical development once ice phase precipitation processes take place.
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The taller cumulus clouds typically produce more rainfall and perturb the stably
stratified environment more, thus producing gravity waves which may impact the
development of other cumulus clouds (see Cotton and Anthes, 1989).

An important step in the transition of cumulus congestus clouds to thunder-
storms or cumulonimbus clouds is the merger of a number of neighboring towering
cumulus clouds. Figure 2.6 illustrates the merger of two cumulus clouds due to the
interaction of low-level, cool outflows from neighboring clouds. As the merger
process proceeds, a “bridge” of smaller cumuli forms between the two clouds.
The bridge of clouds eventually deepens and fills the gap between the clouds,
resulting in wider and often taller clouds. Clouds resulting from the merger gen-
erally produce larger rainfall rates, last longer, and are bigger, so that the volume
of rainfall from merged clouds is sometimes a factor of ten or more greater than
the sum of the rain volumes from similar, non-merged clouds (Simpson et al.,
1980).

There are many factors which influence the merger of cumulus clouds. We know
that merger takes place more frequently in regions where there exists convergence
of warm, moist air at low levels on a scale greater than the individual cumulus
clouds. The convergence of warm, moist air provides the fuel necessary to sustain
convection on the scale of the merged system.

Merger is often accompanied by the explosive growth of at least one of the
neighboring clouds. Explosive growth of a cumulus cloud, perhaps due to the
release of additional latent heat from the growth of ice particles, generally results
in greater precipitation which, in turn, causes stronger subcloud cooling and
outflow. Also, the more vigorously growing clouds create a region of low pressure
beneath their bases, which draws warm, moist air into the cloud base, and perhaps
along with it, draws in neighboring cumulus clouds. Moreover, explosively rising
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Figure 2.6 Schematic illustration relating downdraft interaction to bridging and
merger in case of light wind and weak shear. From Simpson et al. (1980).
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cumulus clouds perturb the stably stratified, surrounding environment, triggering
gravity waves which can enhance the growth of some clouds and weaken others.

One may ask, if the latent heat released by freezing supercooled drops is only
about one-eighth the latent heat released during the condensation of an equivalent
mass of vapor onto droplets, why are we interested in its impact on cloud growth?
The reason is that at cold temperatures where the ice phase becomes prevalent, the
saturation vapor pressure with respect to water is relatively small and varies more
slowly with temperature. As a result, as a cloud volume rises and becomes colder,
the amount of water available to be condensed in a cloud and correspondingly the
latent heat released becomes less and less. Moreover, unless the cloud is raining
heavily, the water vapor that has condensed in the cloud to form water drops
at warmer temperatures is available in large amounts for freezing. If this stored
water is then frozen by seeding or spontaneously through natural ice nucleation
processes, the cloud will experience a boost in buoyancy at precisely those levels
where the latent heat liberated during condensation is lessened. In addition, since
at colder temperatures the saturation vapor pressure becomes small in magnitude,
the differences between environmental vapor pressures and the saturation vapor
pressure in the cloudy region become smaller. As a result, entrainment of dry
environmental air into the cloud causes less evaporative cooling and the conse-
quences of entrainment are less of a brake on cloud vertical development. Thus
the artificial stimulation of the ice phase in a cloud by seeding can cause a boost
in the buoyancy of a cloud that is less likely to be destroyed by entrainment of
dry environmental air.

All these factors must be considered when estimating whether or not the latent
heat released by freezing or vapor deposition growth of ice crystals created by
seeding will boost a cloud upwards in the atmosphere. We must examine the
local environment or each individual sounding in the neighborhood of a cloud to
see if it will support deep convection and if natural cloud vertical growth will be
limited by a stable layer of inversion or by the effects of entrainment. Will the
cloud experience a sufficient boost in buoyancy when seeded to overcome the
effects of entrainment or a stable inversion layer so that its vertical growth will
be enhanced? To answer these and other questions about cloud behavior, we must
simulate the behavior of natural and seeded clouds on a computer.

The computer simulation of clouds involves the use of a mathematical or
numerical model. Such a model simulates a cloud by solving or integrating a
prescribed set of equations numerically on a computer. The earliest cloud models
(and those used most extensively for simulating dynamic seeding) are based on
the hypothesis that clouds behave similarly to buoyant laboratory thermals or jets
(see Fig. 2.7). The laboratory studies suggest that thermals or jets are primarily
buoyancy-driven, and that the rate of rise can be mathematically described in
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Figure 2.7 (a) Schematic view of the “bubble” or “thermal” model of lateral
entrainment in cumuli. (b) Schematic view of the “steady-state jet” model of
lateral entrainment in cumuli. Here Z represents distance (height) from the
thermal source and � represents the half-angle of spread of the bubble or plume.
From Cotton and Anthes (1989).

terms of the cloud buoyancy, vertical momentum, and the rate at which buoyancy
is eroded as dry, cooler environmental air is entrained into the bubble or jet.
Different entrainment laws were hypothesized for jets and thermals based on
laboratory tank calibrations.

Application of these models to atmospheric clouds involves the use of a ther-
modynamic energy equation along with the vertical rise rate equation. The models
are typically initialized with a local atmospheric sounding of temperature, relative
humidity, and winds, as well as prescribing some initial ascent at an estimated
or prescribed cloud base height. As illustrated by the square in Fig. 2.7a and b,
a small parcel of air is then integrated upward while calculating the changes in
cloud buoyancy and rise rate due to condensation of vapor, freezing of raindrops,
and vapor deposition on ice crystals as well as removal of condensate products by
precipitation. The calculations are terminated when the modeled cloud loses all
positive buoyancy. To simulate the effects of dynamic seeding, the calculations
are first done for a natural cloud in which natural ice nucleation processes are
simulated, and then they are repeated for a seeded cloud in which enhanced ice
particle nucleation is simulated for an assumed amount of seeding material. The
difference in height between natural and seeded clouds is defined as the dynamic
seeding potential or seedability of clouds that develop in such an environment.

Application of such models to the semi-tropical and tropical atmosphere often
resulted in seedability predictions of 2–3 km, while in midlatitudes the predicted
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height changes due to seeding are generally less though some days exhibit large
values of predicted explosive growth. Simple models such as these were used
to support field experiments by predicting the potential for obtaining significant
increases in cloud growth on a given day. They have been also used for identifying
how effective seeding actually was. Figure 2.8 illustrates an example of values
of seedability predicted versus the observed heights of both seeded and unseeded
clouds. These results strongly suggest there is a significant difference between
the heights of seeded versus unseeded clouds, at least in the semi-tropics.
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Figure 2.8 Seedability versus seeding effect for the 14 seeded (circles) and
9 control (squares) clouds studied in 1965. Note that seeded clouds lie mainly
along a straight line with slope 1 (seeding effect is close to seedability), while
control clouds lie mainly along a straight horizontal line (showing little or no
seeding effect regardless of magnitude of seedability). Units of each axis are in
kilometers. From Simpson et al. (1967).
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The higher cloud top heights do not necessarily mean that the desired goal
of greater rainfall on the ground has been achieved. It is generally well known
that in a population of natural clouds, taller clouds produce more rain on the
average (Gagin et al., 1985). Because seeded clouds are altered microphysically,
it does not necessarily follow that taller seeded clouds rain more. Some lim-
ited exploratory field experiments have been conducted that suggest that seeding
clouds for dynamic effects can increase rainfall (Woodley, 1970). Woodley spec-
ulated that the seeded clouds were larger, longer lasting, and processed more
moisture than their unseeded counterparts resulting in an increase in precipitation.
Extensive area-wide, randomized statistical experiments have not been able to
confirm the earlier exploratory studies (Dennis et al., 1975; Woodley et al., 1982a,
1983; Barnston et al., 1983; Meitín et al., 1984). The reasons for the failure of the
confirmatory seeding experiments are not fully known but they may be due to:
(1) the simple model relating increased cloud growth to enhanced surface rainfall
may not work for all clouds and in some environments (i.e., certain wind shear
profiles, some mesoscale weather regimes); (2) large natural variability of rainfall
over fixed targets of large areal extent and inadequate models (physical or statisti-
cal) to account for that variability; and (3) the size of the sample of clouds seeded
and not seeded was not large enough to accommodate the natural variability in
rainfall (i.e., a single, heavy rainfall day swamped the natural rainfall statistics).

Lacking in the dynamic seeding research is an identification of the hypothesized
chain of physical processes that lead to enhanced rainfall on the ground over
a target region. Observations in clouds seeded for dynamic effects showed that
seeding did indeed glaciate the clouds (convert the cloud from liquid to primarily
ice) (Sax, 1976; Sax et al., 1979; Sax and Keller, 1980; Hallett, 1981). The one-
dimensional models clearly predict that artificial glaciation of a cloud should result
in increased vertical development of the cloud. Those one-dimensional models,
however, cannot simulate the consequences of increased vertical growth. A chain
of physical responses to dynamic seeding has been hypothesized (Woodley et al.,
1982b) that includes:

(1) pressure falls beneath the seeded cloud towers and convergence of unstable air in the
cloud will as a result develop;

(2) downdrafts are enhanced;
(3) new towers will therefore form;
(4) the cloud will widen;
(5) the likelihood that the new cloud will merge with neighboring clouds will therefore

increase;
(6) increased moist air is processed by the cloud to form rain.

Few of these hypothesized responses to dynamic seeding have been observa-
tionally documented in any systematic way. A few exploratory attempts to identify
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some of the hypothesized links in the chain of responses were attempted using
multiple Doppler radars, but they were largely unsuccessful since they occurred at
a time that multiple Doppler technology was still in its infancy. Likewise, two- and
three-dimensional numerical prediction models were applied to simulate dynamic
effects. These models have the potential for simulating pressure perturbations
caused by seeding throughout the cloud, as well as the formation of downdrafts,
new towers, cloud merger, and increased rainfall. Only a few attempts were made
to simulate dynamic seeding with multidimensional cloud models (Orville and
Chen, 1982; Levy and Cotton, 1984) but these simulations did not produce the
hypothesized sequence of responses including enhanced rainfall on the ground.
This could have been due to the inadequacies of the models at that time, or to
the fact that the soundings selected were not ideal for dynamic responses, or the
chain of hypothesized events did not occur. More research is needed to determine
which is indeed the case.

In recent years the dynamic seeding strategy has been applied to Thailand and
West Texas. Results from exploratory dynamic seeding experiments over west
Texas have been reported by Rosenfeld and Woodley (1989, 1993). Analysis of
the seeding of 183 convective cells suggests that seeding increased the maximum
height of the clouds by 7%, the areas of the cells by 43%, the durations by 36%,
and the rain volumes of the cells by 130%. Overall the results are encouraging
but such small increases in vertical development of the clouds is hardly consistent
with earlier exploratory seeding experiments.

As a result of their experience in Texas, Rosenfeld and Woodley (1993) pro-
posed an altered conceptual model of dynamic seeding as follows:

(1) NONSEEDED STAGES

(i) Cumulus growth stage
The freezing of supercooled raindrops plays a major role in the revised dynamic
seeding conceptual model. Therefore, a suitable cloud is one that has a warm base
and a vigorous updraft that is strong enough to carry any raindrops that are formed in
the updraft above the 0 �C isotherm level. Such a cloud has a vast reservoir of latent
heat that is available to be tapped by natural processes or by seeding.

(ii) Supercooled rain stage
At this stage a significant amount of supercooled cloud and rainwater exists between
the 0 � and the −10 �C levels, which is a potential energy source for future cloud
growth.

A cloud with active warm rain processes but a weak updraft will lose most of the
water from its upper regions in the form of rain before growing into the supercooled
region. Therefore, only a small amount of water remains in the supercooled region
for the conversion to ice. Such a cloud has no dynamic seeding potential.
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(iii)The cloud-top rain-out stage
If the updraft is not strong enough to sustain the rain in the supercooled region
until it freezes naturally, most of it will fall back toward the warmer parts of the
cloud without freezing. The supercooled water that remains will ultimately glaciate.
The falling rain will load the updraft and eventually suppress it, cutting off the
supply of moisture and heat to the upper regions of the cloud, thus terminating its
vertical growth. This is a common occurrence in warm rain showers from cumulus
clouds.

(iv)The downdraft stage
At this stage, the rain and its associated downdraft reach the surface, resulting in a
short-lived rain shower and gust front.

(v) The dissipation stage
The rain shower, downdraft, and convergence near the gust front weaken during this
stage, lending no support for the continued growth of secondary clouds, which may
have been triggered by the downdraft and its gust front.

(2) SEEDED STAGES

(i) Cumulus growth and supercooled rain
These stages are the same for the seeded sequence as they are for natural processes.

(ii) The glaciation stage
The freezing of the supercooled rain and cloud water near the cloud top at this stage
may occur either naturally or be induced artificially by glaciogenic seeding. This
conceptual model is equally valid for both cases.

The required artificial glaciation is accomplished at this stage through intensive,
on-top seeding of the updraft region of a vigorous supercooled cloud tower using a
glaciogenic agent (e.g., AgI). The seeding rapidly converts most of the supercooled
water to ice during the cloud’s growth phase. The initial effect is the formation of
numerous small ice crystals and frozen raindrops.

This rapid conversion of water to ice releases fusion heat—faster and greater for
the freezing of raindrops—which acts to increase tower buoyancy and updraft and,
potentially, its top height. The magnitude of the added buoyancy is modified by the
depositional heating or cooling that may occur during the adjustment to ice saturation;
see Orville and Hubbard (1973). Entrainment is likely enhanced in conjunction with
the invigorated cloud circulation.

The frozen water drops continue to grow as graupel as they accrete any remaining
supercooled liquid water in the seeded volume and/or when they fall into regions of high
supercooled liquid water content. These graupel particles will grow faster and stay aloft
longer because their growth rate per unit mass is larger and their terminal fall velocity
is smaller than water drops of comparable mass. This will cause the tower to retain
more precipitation mass in it upper portions. Some or all of the increase cloud buoyancy
from seeding will be needed to overcome the increased precipitation load.

If the buoyancy cannot compensate for the increased loading, however, the cloud
will be destroyed by the downdraft that contains the ice mass. The downdraft will be
augmented further by cooling from the melting of the ice hydrometeors just below
the freezing level.
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The retention of the precipitation mass in the cloud’s upper portions delays the
formation of the precipitation-induced downdraft and the resultant disruption of the
updraft circulation beneath the precipitation mass. This delay allows more time for
the updraft to feed additional moisture into the growing cloud.

(iii)The unloading stage
The greater precipitation mass in the upper portion of the tower eventually moves
downward along with the evaporatively cooled air that was entrained from the
drier environment during the tower’s growth phase. When the precipitation descends
through the updraft, it suppresses the updraft. If the invigorated pulse of convection
has had increased residence time in regions of light to moderate wind shear, however,
the precipitation-induced downdraft may form adjacent to the updraft, forming an
enhanced updraft-downdraft couplet. This unloading of the updraft may allow the
cloud a second surge of growth to cumulonimbus stature.

When the ice mass reaches the melting level, some of the heat released in the
updraft during the glaciation process is reclaimed as cooling in the downdraft. This
downrush of precipitation and cooled air enhances the downdraft and the resulting
outflow beneath the tower.

(iv)The downdraft and merger stage
The precipitation beneath the cloud tower is enhanced when the increased water
mass reaches the surface. In addition, the enhancement of the downdraft increases
the convergence at its gust front.

(v) The mature cumulonimbus stage
The enhanced convergence acts to stimulate more neighboring cloud growth, some
of which will also produce precipitation, leading to an expansion of the cloud system
and its conversion to a fully developed cumulonimbus system.

When this process is applied to one or more suitable towers residing within a
convective cell as viewed by radar, greater cell area, duration, and rainfall are the
result. Increased echo-top height is a likely but not a necessary outcome of the
seeding, depending on how much of the seeding-induced buoyancy is needed to
overcome the increased precipitation loading.

(vi)The convective complex stage
When seeding is applied to towers within several neighboring cells, increased cell
merging and growth will result, producing a small mesoscale convective system and
greater overall rainfall.

This is an idealized sequence of events. Dissipation may follow the glaciation stage
or at any subsequent stage if the required conditions are not present.

Figure 2.9 illustrates their revised conceptual model of dynamic seeding. This
conceptual model differs from the earlier one in that it emphasizes the conversion
of liquid water into graupel particles which fall slower and grow faster than water
drops of comparable mass. The seeding-induced graupel particles will reside in the
cloud updraft longer and achieve greater size than a population of water drops in a
similar unseeded cloud. They explain the lack of enhanced vertical development of
the seeded clouds to increased precipitation mass loading. The enhanced thermal
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Figure 2.9 Diagrammatic illustration of the dynamic seeding conceptual model
for warm-based supercooled cumuli. SFC, surface. Revised as of July 1992.
From Rosenfeld and Woodley (1993).

buoyancy of the cloud due to seeding-induced ice phase conversion, they argue,
is offset by the increased mass loading which results in only modest increases in
updraft strength and cloud top height.

This new concept emphasizes that rapid conversion of supercooled liquid water
into graupel must take place in the seeded plume. As such, it is limited to
rather warm-based, maritime clouds having a broad cloud droplet distribution and
supercooled raindrops. Numerous modeling studies have shown that the speed
of conversion of supercooled liquid water to ice is facilitated by the presence
of supercooled raindrops (Cotton, 1972a,b; Koenig and Murray, 1976; Scott and
Hobbs, 1977; Lamb et al., 1981). The supercooled raindrops readily collect the
ice crystals nucleated by the seeding agent and freeze. The frozen raindrops then
collect cloud droplets becoming low-density graupel particles if the liquid water
content of the cloud is low or modest, or become high-density hailstones if the
liquid water contents are rather large.

Rosenfeld and Woodley (1993) argue that the retention of the increased ice
mass in the form of graupel is an important new aspect of their dynamic seeding
conceptual model. This may delay the formation of a downdraft and allows more
time for further growth of the cloud. The eventual unloading of the enhanced
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water mass, they argue, is favorable for subsequent regeneration of the cloud by
the downdraft-induced gust fronts leading to larger, longer-lived cells.

As pointed out by Silverman (2001), however, application of the revised hypoth-
esis in Thailand (Woodley et al., 1999a,b) did not yield a statistically significant
increase in rainfall, and the rainfall and enhanced downdraft presumably pro-
duced by it did not appear to be delayed (Woodley et al., 1999b). Moreover, the
differences between seed and no-seed rain volumes increased with time after 2
hours and reached a maximum at 8 hours. Such a long timescale for a response
to seeding, if real, will require further modifications to the seeding hypothesis.

Analysis of an operational cloud seeding program in Texas by Woodley and
Rosenfeld (2004) provides some optimism that dynamic seeding increases rainfall.
By defining floating targets with NEXRAD radar data for lifetimes from first echo
to the disappearance of all echoes, they superimpose the track and seeding actions
of the project seeder aircraft and objectively define seeded (S) and non-seeded
(NS) analysis units. They estimated that seeding increased rainfall by 50% and
volumetric rainfall by 3000 acre feet. These responses were found outside of the
operational target area and within 2 hours following seeding.

In summary, the concept of dynamic seeding is a physically plausible hypothesis
that offers the opportunity to increase rainfall by much larger amounts than
simply enhancing the precipitation efficiency of a cloud. It is a much more
complex hypothesis, however, requiring greater quantitative understanding of
the behavior of cumulus clouds and their interaction with each other, with the
boundary layer, and with larger-scale weather systems. Fundamental research
in dynamic seeding essentially terminated at the time that new cloud observing
tools and multidimensional cloud models became available to the community.
Systematic application of these tools to the study of dynamic seeding would help
in evaluating if the hypothesized chain of events is possible and perhaps the
conditions under which such responses are likely to occur.

2.4 Modification of warm clouds

2.4.1 Introduction

Attempts to augment precipitation by cloud seeding has not been limited to
supercooled clouds. In tropical and semi-tropical regions, in particular, clouds too
shallow to extend into freezing levels are prevalent. During drought periods, if
any clouds form at all, they are generally warm, non-precipitating clouds. The
motivation is therefore strong to develop techniques for extracting rainfall from
non-ice-phase clouds.

In this section we review the basic physical concepts governing the formation of
precipitation in warm clouds. We then discuss the various concepts for enhancing
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precipitation in warm clouds and describe the physical/statistical experiments and
modeling studies attempting to refine and develop warm cloud seeding strategies.

2.4.2 Basic physical concepts of precipitation formation in warm clouds

The process of precipitation formation in warm clouds begins with the nucleation
of cloud droplets on hygroscopic aerosol particles. These are airborne dust par-
ticles that are normally quite small (i.e., less than 1�m in diameter) and have a
natural affinity for water vapor. Examples are salts such as ammonium sulfate
and sodium chloride particles. A rising volume of cloud-free air will cool dry
adiabatically resulting in an increase in relative humidity. At relative humidities
greater than about 78%, hygroscopic particles begin taking on water vapor and
swell in size. Eventually the relative humidity will exceed 100% and we say the
cloud is supersaturated. In a supersaturated environment the hygroscopic aerosol
particles (CCN) will allow deposition of water vapor on the particle surface even-
tually forming a cloud droplet. As long as supersaturation in a cloud is maintained
(generally by continued ascent and adiabatic cooling) vapor will deposit on the
surface of the droplet, allowing the cloud droplet to grow bigger (see Fig. 2.10).
Because vapor deposition occurs on the surface of cloud droplets, the rate of
growth (in terms of droplet radius) diminishes as the droplet gets bigger. This
is because the surface-to-volume ratio of a nearly spherical droplet gets less the
bigger the droplet. That is, the surface area of the droplet diminishes relative to
the amount of vapor mass that must be added to the droplet to make it expand.
Cloud droplets therefore grow quite rapidly to a size of 4 to 12 �m in radius, but
then grow very slowly to radii exceeding 20 �m. In fact, for a droplet to grow
by vapor deposition to raindrop size (1000 �m or 1 mm) in a smooth ascending

Figure 2.10 Schematic illustration of a droplet growing by deposition of vapor
molecules.
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updraft takes more than a day. Vapor deposition is, therefore, not the major
process causing the formation of warm rain.

Instead, warm rain formation is dominated by collision and coalescence among
droplets. Collision and coalescence refers to the process in which a large drop
settling through the air at a high terminal velocity overtakes a small drop with a
smaller settling velocity. Figure 2.2 illustrates a large drop that is settling through
a population of smaller droplets. The large drop sweeps out a cross-sectional area
(�a2) indicated by the shaded region. Thus the larger the drop relative to a smaller
drop, the greater will be its fall velocity through the air relative to a smaller drop,
and the greater the cross-sectional area the large drop will sweep out. Likewise
the more numerous the smaller drops and the more mass they collectively have
(i.e., the higher the liquid water content or mass of water per unit mass of air), the
faster will the larger drop grow by colliding and coalescing with smaller droplets.

Unfortunately the problem is a bit more complicated since not all the drops in
front of the larger drop shown in Fig. 2.2 actually collide and coalesce with the
larger droplet. As illustrated in Fig. 2.11, streamlines of the air flowing about a
drop are quite curved near the drop surface. Some smaller drops near the center line
of the big drop depart slightly from the airflow streamline and make an impact with
the larger drop. On the other hand, drops further from the center line of the bigger
drop also follow the airflow streamline, departing from it only slightly, and are
not able to collide with the larger drop. The likelihood that a small drop will cross
streamlines and impact the larger drop is greater the larger the smaller drop. This
likelihood of a collision is also greater if the larger drop falls faster through the air.

Figure 2.11 Schematic of streamlines of airflow around a falling droplet.
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Moreover, not all the drops that make impact with a smaller drop actually
coalesce with the bigger drop. If two drops are of similar size and thus settle
through the air relatively slowly, their impact speeds may not be large enough
to break the surface tension that keeps a drop intact or squeeze out any air that
may get trapped between the drops. While we don’t know the numbers precisely,
the indications are that a large fraction of drops smaller than 100 �m that make
impact actually coalesce. Larger raindrops of similar size, on the other hand, have
a higher probability of colliding but not coalescing.

Summarizing all these complicated effects, we find that if all the drops in a
cloud are very small, say less than 15 �m in radius, the rate of collision and
coalescence among those drops is almost negligible. This is because the relative
velocities among the drops is small, the cross-sectional areas swept out by the
slightly bigger drops relative to the small ones is also small, and the efficiency
of collision and coalescence is nearly zero. On the other hand once there exists
a few drops greater than 50 or 100 �m in radius in a cloud containing numerous
5–15 �m radius drops (i.e., a cloud containing high liquid water content) those
few big drops fall rapidly through the population of small drops and sweep out
large cross-sectional areas, and their efficiency of colliding and coalescing with
the smaller drops is large. These few larger drops grow rapidly to raindrop size.

The problem is how do those favored drops, which are large enough to grow
by collision and coalescence, get to a size of 25 �m and greater? Remember
that the rate of change of droplet radius by vapor deposition growth in smooth
unmixed updrafts diminishes as droplets become larger. It takes a long time
for droplets to grow from 15 �m to 25 �m in radius. We also know that some
clouds produce warm rain very rapidly, particularly clouds that reside in a tropical
oceanic environment. As noted previously warm cloud precipitation is favored
in a tropical marine environment due to lower droplet concentrations and higher
liquid water content.

Thus, clouds most favored to create rain by collision and coalescence are clouds
that are warm-based and maritime, while those least likely are cold-based and
continental.

There are many clouds between these two extremes; however, some produce
rain by collision and coalescence and others do not. The reasons why some do
and others do not is still being debated by scientists. Some theorize that the
particular properties of the turbulence in clouds favors a more rapid growth of
a few droplets by vapor deposition to a size that collision and coalescence can
operate efficiently. Others theorize that many clouds sweep up very large dust
particles called ultra-giant particles that can function as coalescence embryos. It
is generally difficult to determine which if either of these processes is operational
in any given cloud.
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2.4.3 Strategies for enhancing rainfall from warm clouds

The goal of most attempts at enhancing rainfall from warm clouds by cloud
seeding has been to introduce particles in the cloud that are large enough to
function as embryos for collision and coalescence growth. The approach has been
to seed clouds with actual water drops or to seed with hygroscopic particles such
as sodium chloride which take on water vapor at rapid rates in a supersaturated
cloud to become droplets larger in size than the natural population of droplets.
Braham et al. (1957) carried out a water drop seeding experiment in maritime
tropical trade wind cumulus clouds. They released about 1250 liters of water per
kilometer from an aircraft flying at middle levels in cumulus clouds. The initiation
of precipitation was determined from radar observations of the clouds. They
found that seeded clouds initiated precipitation 6 minutes earlier than unseeded
clouds on the average. Furthermore, twice as many of the seeded clouds observed
produced radar-detectable rainfall than the unseeded clouds. Their experiments
provided convincing evidence that water-spray seeding can enhance the rate of
formation of precipitation and in some cases produce rainfall where naturally
caused rain would not occur. Direct measurements of rainfall at the surface were
not made, so one cannot be certain how effective this technique is in increasing
the amount of rain reaching the surface. The primary limitation of this approach
is that large amounts of water must be carried aloft by an aircraft. In fact the costs
of hauling the water aloft is so great that the technique has not been viewed as
being economically feasible.

A more popular approach to seeding warm clouds has been to introduce hygro-
scopic aerosol particles (salt) ranging in size from 5 to 100 �m or greater. Once the
salt particles experience a supersaturated cloudy environment, they grow rapidly
in size by vapor deposition becoming droplets 25–30 �m in radius. Mason (1971)
calculated that 100 g of salt would be equivalent to seeding with 1 gallon of
water (∼3600 g) in 25 �m radius drops. Thus hygroscopic seeding has a much
greater potential for economic payoff in enhancing rainfall. Furthermore, a number
of investigators have performed ground-based hygroscopic seeding experiments
thereby eliminating the use of costly aircraft.

Unfortunately most of the hygroscopic seeding experiments have been “black
box” experiments in which clouds are randomly seeded from aircraft or the ground
and rainfall is measured. These experiments yield little insight into the actual
physical responses to seeding and can provide only the answer to the question –
does seeding increase rainfall by a measurable amount? Many of those experiments
have been inconclusive while a few suggested strong increases in rainfall (Roy
et al., 1961; Biswas et al., 1967; Murty and Biswas, 1968) and others decreases
in rainfall (Fournier d’Albe and Aleman, 1976). Why some experiments yielded
increases while others decreases in rainfall is not known. It is quite possible that
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the large natural variability of rainfall could be a factor. That is the experiments
with decreases in rainfall could have been strongly influenced by a few natural,
heavy rainfall events in the unseeded population of clouds. Conversely, those
experiments with apparent large increases in rainfall could have experienced well
below normal rainfall in the unseeded population of clouds.

The salt seeding experiments carried out in northwestern India are another
excellent example of a “black box” experiment (Roy et al., 1961; Biswas et al.,
1967; Murty and Biswas, 1968). These ground-based seeding experiments sug-
gested that a 41.9% increase in rainfall occurred on seed days in the downwind
direction. Many scientists remain skeptical about the results (Mason, 1971; Simp-
son and Dennis, 1972; Warner, 1973) largely due to the lack of supporting physical
evidence that the seeded clouds exhibited a significantly different microstructure
from unseeded clouds. This illustrates that even a well-designed statistical exper-
iment will not be accepted by the scientific community as being credible unless
that experiment is supported by physical evidence that: (1) the seeding material
actually entered the clouds; (2) the seeded clouds exhibited broader droplet spec-
tra than unseeded clouds; (3) raindrops were initiated earlier, lower in the cloud,
and with higher drop concentrations; and (4) larger amounts of rainfall actually
reached the ground.

Some scientists have hypothesized that hygroscopic seeding will initiate a
premature Langmuir chain reaction process (Biswas and Dennis, 1971; Dennis
and Koscielski, 1972). If hygroscopic seeding initiates a Langmuir chain reaction,
then measurably larger concentrations of raindrops should be observed in seeded
clouds. Unfortunately no documentation of such higher raindrop concentrations
have been reported.

While the main thrust of most hygroscopic seeding experiments has been to
increase rainfall by enhancing the collision and coalescence of liquid drops,
there also exists the possibility that hygroscopic seeding may enhance ice phase
precipitation in taller, colder clouds. It has been known for some time that the
speed of conversion of a cloud from an all-liquid supercooled cloud to an all-
ice cloud (what we call a glaciated cloud) is greater if the cloud contains a
broad droplet spectrum (Cotton, 1972b; Koenig and Murray, 1976; Scott and
Hobbs, 1977). Supercooled raindrops speed up the glaciation process by rapidly
collecting ice crystals which causes the raindrops to freeze. The frozen raindrops,
in turn, collect supercooled cloud droplets which freeze on impact with the frozen
raindrop.

A broad droplet spectrum also aids faster glaciation of a cloud by favoring
secondary ice crystal production by the rime-splinter mechanism (Chisnell and
Latham, 1976a,b; Koenig, 1977; Lamb et al., 1981). As noted previously, Hal-
lett and Mossop (1974) and Mossop and Hallett (1974) showed in laboratory
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experiments that when a frozen raindrop or graupel particle collects supercooled
raindrops, secondary ice crystals are produced (see Fig. 2.4). The process occurs
most vigorously between −4 �C and −8 �C and when a broad droplet spectrum
is present including drops smaller than about 7 �m and greater than 12�5 �m
radius.

Hygroscopic seeding, therefore, has the potential for creating a broad droplet
spectrum and therefore initiating, or enhancing, rime-splinter production of small
ice crystals, and enhancing the formation of supercooled raindrops that can accel-
erate the glaciation of a cloud. Hygroscopic seeding could also create dynamic
responses such as postulated with silver iodide seeding described in Section 2.3.
No observational confirmation of such responses to hygroscopic seeding has been
made, however.

Enthusiasm for the potential of hygroscopic seeding has grown in recent years
due to results of experiments on cold convective clouds using hygroscopic flares
in South Africa and Mexico and warm convective clouds using larger hygroscopic
particles in Thailand.

The South African experiment was motivated by a report by Mather (1991)
which suggested that large liquid raindrops at −10 �C found in a cumulonimbus
were the result of active coalescence processes caused by the effluent from a Kraft
paper mill. Earlier, Hobbs et al. (1970) found that the effluent from paper mills
can be rich in CCN. Moreover, Hindman et al. (1977a,b) found paper pulp mill
effluent to have high concentrations of large and ultra-giant hygroscopic particles,
which is consistent with the idea that the paper pulp mill effectively “seeded”
the storm.

Another reason for optimism is that Mather et al. (1996) applied a pyrotechnic
method of delivering salt, based on a fog dispersal method developed by Hindman
(1978). This reduced a number of technical difficulties associated with preparing,
handling, and delivery of very corrosive salt particles. Seeding with this system
is no more difficult than silver iodide flare seeding. Compared to conventional
methods of salt delivery, the flares produce smaller-sized particles in the size range
of 0.5–10 �m. Thus, not as much mass must be carried to obtain a substantial
yield of seeding material. The question of effectiveness of this size range will be
discussed below. Seeding trials with this system suggested that the pyrotechniques
produced a cloud droplet spectrum that was broader and with fewer numbers,
which would be expected to increase the chance for initiation of collision and
coalescence processes.

Mather et al. (1996) analyzed radar-defined cells over a period of about an
hour to identify the seeding signatures for 48 seeded storms compared to 49
unseeded storms. They showed that after 20–30 minutes, the seeded storms devel-
oped higher rain masses and maintained those higher rain masses for another
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25–30 minutes. Bigg (1997) performed an independent evaluation of the South
African exploratory hygroscopic seeding experiments and also found that the
seeded storms clearly lasted longer than the unseeded storms. Bigg also suggested
that there was a clear dynamic signature of seeding. He argued that hygroscopic
seeding initiated precipitation lower in the clouds, which, in turn, was not dis-
persed horizontally as much as the unseeded clouds by vertical wind shears. As
a result, Bigg speculated that low-level downdrafts became more intense, which
yielded stronger storm regeneration by the downdraft outflows, and longer-lived
precipitation cells. Bigg’s (1997) hypothesis is a plausible scenario that should
be examined thoroughly with numerical models and coordinated, high-resolution
Doppler radars.

Cooper et al. (1997) performed simulations of the low-level evolution of droplet
spectra in seeded and unseeded cloudy plumes. Following a parcel ascending
in the cloud updrafts they calculated the evolution of droplet spectra by vapor
deposition and collection. The calculations were designed to emulate the effects of
hygroscopic seeding with the South African flares. The calculations showed that
introduction of particles in the size range characteristic of the flares resulted in an
acceleration of the collision and coalescence process. If the hygroscopic particles
were approximately 10 �m in size, precipitation was initiated faster. But, when
more numerous 1 �m hygroscopic particles were inserted, high concentrations
of drizzle formed. For a given amount of condensate mass, if the mass is on
more numerous drizzle drops than on fewer but larger raindrops, then evaporation
rates are greater in the subcloud layer. This could lead to more intense dynamic
responses as proposed by Bigg, suggesting that seeding with smaller hygroscopic
particles may have some advantages. Keep in mind, however, that this is a very
simple model. More comprehensive model calculations should also be performed.

The Mexican hygroscopic seeding experiment described by Bruintjes et al.
(1999, 2001) was a randomized experiment on convective storms, based on a
floating target design, aimed at replicating the South African hygroscopic seeding
experiment using the same flare design. Bruintjes et al. (2001) showed that
the results from the Mexican experiments were similar to the South African
experiment with a statistically significant increase in rainfall from radar-estimated
rain mass for “floating” convective clusters. The statistical results which were
analyzed for a maximum of 60 minutes following seeding exhibited a seeding
response 20–60 minutes following seeding.

The Thailand experiment (Woodley et al., 1999b) differed from the Mexi-
can and South African experiments in that the clouds were purely warm clouds
and seeding was not done with pyrotechnic flares. Instead, much larger calcium
chloride particles were released in the convective clouds. Like the other two exper-
iments, the analysis was performed for radar-identified floating targets. Analysis
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of the radar-defined rain volumes showed a statistically significant increase in rain
volume in seeded clouds. However, Silverman and Sukarnjanaset (1996) found
that the main seeding response was 2–6 hours following seeding in untreated
clouds that were potentially spawned by the seeded clouds. Like in the South
African experiment, Silverman and Sukarnjanaset (1996) speculated that changes
in the timing, location, and/or increased intensity of the rain or alteration in
the size spectrum of raindrops may produce an enhanced downdraft and associ-
ated gust front which can trigger the successive development of more vigorous
convective cells.

In summary, there are some exciting new results of hygroscopic seeding, espe-
cially those using flares. Since the analyzed statistical results are for radar-defined
floating targets, they still do not prove that rainfall can be increased by hygro-
scopic seeding on the ground for specific watersheds. Moreover, since seeding
may alter the size spectrum of raindrops which alters the radar return, uncertainties
exist in the evaluation of actual rain amounts for seeded versus not-seeded floating
targets. Finally, since the main response to seeding is delayed in time for as much
as 6 hours following the cessation of seeding, we lack a clear understanding of
the actual processes that can lead to such a physical response.

2.5 Hail suppression

2.5.1 Introduction

For hundreds if not thousands of years man has sought techniques for suppressing
hail. This has ranged from ringing bells, to firing cannons, to the modern era of
cloud seeding (Changnon and Ivens, 1981). The motivation for suppressing hail
is strong since hail can devastate a wheat or grape crop, and when a major hail-
storm occurs over a modern urban area millions of dollars of property damage
can result and humans and livestock can be severely injured or even killed
(e.g., the Fort Collins, Colorado hailstorm of 1983). Scientific programs aimed at
developing a hail suppression effort using cloud seeding strategies began in the
1950s in the Soviet Union and in Alberta, Canada. In the early 1960s reports of
major success in hail suppression in the Soviet Union were made by visiting US
scientists. Subsequently several delegations of US scientists visited the various
hail suppression programs in the Soviet Union (e.g., Battan, 1969; Marwitz, 1972).

Not to be outdone by the Soviet Union during the cold war era, in May 1965 the
Interdepartmental Committee on Atmospheric Sciences (ICAS), which serves as
a coordinating group for US federal meteorological activities, asked the National
Science Foundation to prepare plans for a national program of hail suppression.
This led to the formation of a pilot program called Hailswath which was carried
out in South Dakota and Colorado in the summer of 1966. This was followed by
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the formation of the National Hail Research Experiment (NHRE) that operated
both a randomized cloud seeding program patterned to some degree on the Soviet
hail suppression program and basic physical studies of hailstorms and hail growth
mechanisms. NHRE operated field programs during the period 1972 to 1976.

In this section we summarize basic concepts of hailstorms and hail formation
processes, review the concepts for suppressing hail by cloud seeding, and examine
the status of our ability to suppress hail.

2.5.2 Basic concepts of hailstorms and hail formation

In order to understand how hail forms, one must first understand the varying
behavior of thunderstorms which are the factories where hailstones are produced.
A thunderstorm produces the liquid water content upon which hailstones grow.
The updrafts then suspend the embryo hailstones, which ultimately determines
how long a growing hailstone will remain in a water-rich environment.

The primary energy driving a thunderstorm is the buoyancy experienced by
updrafts as latent heat is released as vapor condenses to form cloud droplets,
supercooled drops freeze, and vapor deposits on ice crystals. The buoyancy, which
is determined by the temperature excess of an updraft relative to its environment
multiplied by the acceleration due to gravity, is a local measure of the acceleration
of the updraft. The actual magnitude of the updraft strength at any height in
the atmosphere is largely determined by the integrated buoyancy that an updraft
experiences as it ascends from cloud base to a given height in the atmosphere.
The integrated buoyancy through the atmosphere is called convective available
potential energy (CAPE). In general, the greater the CAPE, the stronger the
strength of updrafts in a thunderstorm.

The likelihood that hail will form, the size of hailstones, and the extent of the
hailswath, is not only determined by how much CAPE there is in the atmosphere
at any given time. Other environmental factors also are important in initiating
thunderstorms and determining the particular flow structure of the storm system.
For example, as an updraft in a thunderstorm rises through the atmosphere, it
carries with it the horizontal momentum that is characterized by the winds at the
updraft source level. As the updraft ascends it encounters air having differing
horizontal momentum (i.e., different wind speeds and direction). The vertical vari-
ation in horizontal wind speed and direction is called wind shear. The interaction
of the updraft with ambient air having different horizontal momentum causes the
updraft to tilt from the vertical and creates pressure anomalies in the air that can
also accelerate the air. Thus the complicated interactions of updraft and downdraft
air with an environment having vertical shear of the horizontal wind can alter
the storm structure markedly. For example, ordinary thunderstorms develop in an
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atmosphere containing moderate amounts of CAPE and weak to moderate vertical
wind shear.

The ordinary cumulonimbus cloud or thunderstorm is distinguished by a well-
defined life cycle as shown in Fig. 2.12, which lasts 45 to 60 minutes. Figure 2.12a
illustrates the growth stage of the system. The growth stage is characterized by
the development of towering cumulus clouds, generally in a region of low-level
convergence of warm moist air. Often during the growth stage, towering cumulus
clouds merge to form a larger cloud system or a vigorous cumulus cloud expands
to a larger cloud. During the growth stage, updrafts dominate the cloud system

Environmental
shear

(a)

Figure 2.12 Schematic model of the life cycle of an ordinary thunderstorm.
(a) The cumulus stage is characterized by one or more towers fed by low-level
convergence of moist air. Air motions are primarily upward with some lateral
and cloud top entrainment depicted. (b) The mature stage is characterized by both
updrafts and downdrafts and rainfall. Evaporative cooling at low levels forms a
cold pool and gust front which advances, lifting warm moist, unstable air. An
anvil at upper levels begins to form. (c) The dissipating stage is characterized by
downdrafts and diminishing convective rainfall. Stratiform rainfall from the anvil
cloud is also common. The gust front advances ahead of the storm preventing
air from being lifted at the gust front into the convective storm. From Cotton
and Anthes (1989).
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Figure 2.12 (cont.)
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and precipitation may be just beginning in the upper levels of the convective
towers.

The mature stage of a cumulonimbus cloud commences with rain settling in
the subcloud layer. Upon encountering the surface, the downdraft air spreads
horizontally, where it can lift the warm moist air into the cloud system. At the
interface between the cool, dense downdraft air and the warm, moist air, a gust
front forms. Surface winds at the gust front are squally; rapidly changing direction
and speed. The warm, moist air lifted by the gust front provides the fuel for
maintaining vigorous updrafts. Upon encountering the extreme stability at the top
of the troposphere, called the tropopause, the updrafts spread laterally, spewing ice
crystals and other cloud debris horizontally to form an anvil cloud. In many cases,
the updrafts are strong enough that they penetrate into the lower stratosphere
creating a cloud dome. Often the stronger updrafts form a thin layered cloud
that caps the cloud and is separated from the main body of the cloud which is
called pileus. The presence of pileus is a visual clue that strong updrafts exist in
the storm.

Water loading and the entrainment of dry environmental air into the storm
generate downdrafts in the cloud interior, which rapidly transport precipitation
particles to the subcloud layer. The precipitation particles transported to the sub-
cloud layer partially evaporate, further chilling the subcloud air and strengthening
the low-level outflow and gust front. Thus, continued uplift of warm, moist air
into the cloud system is sustained during the mature stage. Lowering of pressure
at middle levels in the storm as a result of warming by latent heat release and
diverging air flow results in an upward-directed, pressure-gradient force which
helps draw the warm, moist air lifted at the gust front up to the height of the
level of free convection. Thus, the thunderstorm becomes an efficient “machine”
during its mature stage, in which warming aloft and cooling at low levels sustains
the vigorous, convective cycle.

The intensity of precipitation from the storm reaches a maximum during its
mature stage. Therefore, the mature cumulonimbus cloud is characterized by
heavy rainfall and gusty winds, particularly at the gust front (see Fig. 2.13). The
propagation speed of the gust front increases as the depth of the outflow air
increases and the temperature of the outflow air decreases. The optimum storm
system is one in which the speed of movement of the gust front is closely matched
to the speed of movement of the storm as a whole.

Once the gust front advances too far ahead of the storm system, air lifted at
the gust front does not enter the updraft air of the storm, but may only form
fair-weather cumulus clouds. This marks the beginning of the dissipating stage
of the thunderstorm shown in Fig. 2.12c. During the dissipating stage, updrafts
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Figure 2.13 Illustration of a gust front formed at the leading edge of the
downdraft outflow from a thunderstorm. From Cotton (1990).

weaken and downdrafts become predominant, and rainfall intensity subsides often
turning into a period of light steady rainfall.

Many hail-producing thunderstorms are composed of a number of cells, each
undergoing a life cycle of 45 to 60 minutes. The thunderstorm system, called a
multicell storm, may have a lifetime of several hours. Figure 2.14 illustrates a
conceptual model of a severe multicell storm as depicted by radar. At 3 minutes,
the vertical cross-section through a vigorous cell, C1, shows a weak echo region
(WER) at low levels, where there is an absence of precipitation particles large
enough to be seen on radar. Updrafts in this region are so strong that there is
not enough time for precipitation to form. The region of intense precipitation
at middle levels is due to a cell that existed previous to C1. By 9 minutes,
cell C1 exhibits a well-defined precipitation maximum at middle levels, while
the WER has disappeared. By 15 minutes, precipitation from C1 has reached
the surface and a new cell, C2, is evident on the right forward flank of the
storm (relative to storm motion). By 21 minutes, the maximum of precipitation
associated with C1 has lowered and C2 has grown in horizontal extent. Cell C2 will
soon become the dominant cell of the storm, only to be replaced by another cell
shortly.

Multicell storms, where updrafts reach 25–35 m s−1, can produce extensive
moderate-sized hailstones (i.e., golfball-sized). Severe multicell storms typically
occur in regions where the atmosphere is quite unstable and where the vertical
wind shear is moderate in strength.

The grandaddy of all thunderstorms is the supercell thunderstorm. It is noted
for its persistence, lasting for 2 to 6 hours, in a single cell structure. Figure 2.15
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Figure 2.14 Conceptual model of horizontal and vertical radar sections for
a multicell storm at various stages during its evolution, showing reflectivity
contours at 10 dBZ intervals. Horizontal section is at middle levels (∼6 km)
and the vertical section is along the arrow depicting cell motion. The life cycle
of cell C1 is depicted on the right flank of the storm beginning at 15 minutes.
Adapted from Chisholm and Renick (1972).

Figure 2.15 Model showing the airflow within a three-dimensional severe right-
turning (SR) storm traveling to the right of the tropospheric winds. The extent
of precipitation is lightly stippled and the up- and downdraft circulations are
shown more heavily stippled. Air is shown entering and leaving the updraft with
a component into the plane of the diagram. However, the principal difference of
this organization is that cold air inflow, entering from outside the plane of the
vertical section, produces a downdraft ahead of the updraft rather than behind it.
From Browning (1968). © Royal Meteorological Society.

is a schematic illustration of the dominant airflow branches in a supercell storm.
The storm is often characterized by a broad, intense updraft entering its southeast
flank, rising vertically and then, in the Northern Hemisphere, turning clockwise
in the anvil outflow region. Updrafts in supercell storms may exceed 40 m s−1,
capable of suspending hailstones as large as grapefruit. Horizontal and vertical
cross-sections of a supercell storm as viewed by radar are shown in Fig. 2.16a
and b. A distinct feature of the supercell storm is the region that is free of
radar echo that can be seen on the southeast flank of the storm at the 4 and
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7 km levels and in the vertical cross-section. This persistent feature, called a
bounded weak echo region (BWER), or echo-free vault, is a result of the strong
updrafts in that region which do not provide enough time for precipitation to
form in the rapidly rising air. As noted previously, severe multicell thunderstorms
exhibit WERs, but they are neither as persistent as in supercell storms, nor do
they maintain the characteristic bounded structure of supercells. Cyclonic rotation
(or counter-clockwise in the Northern Hemisphere) of the updrafts may also
contribute to the BWER by causing any precipitation elements that do form to
be centrifuged laterally out of the rotating updraft region. Supercell storms are
also known as severe right-moving storms because, in the Northern Hemisphere,
most supercells move to the right of the mean flow due to the interaction of the
updraft with environmental shear. The rotational characteristic of supercells, as
well as their strong updrafts, results in a storm system which produces the largest
hailstones.

Between the severe multicell thunderstorm type and the supercell-type storm
exist a continuum of thunderstorm types. Some of these are quite steady, exhibiting
a dominant cell for a time and a rotating updraft, but also contain transient cell
groups for part of the storm lifetime or at the flanks of the dominant cell and
thus do not meet all the criteria of a supercell storm. The more a thunderstorm
resembles a supercell thunderstorm, the more likely it is to produce very large
hailstones and long, continuous swaths of hail.

Hailstorms generally occur in an environment with large values of CAPE. In
such an environment, thunderstorms develop significant positive buoyancy and
associated strong updrafts capable of suspending hailstones falling through the air
at speeds of 15–25 m s−1. Often, severe thunderstorms producing large hail also
produce tornadoes and even flash floods. Storms producing the largest hailstones
normally develop in an environment with strong wind shear which favors the
formation of supercell thunderstorms. The height of the melting level is also
important in determining the size of hailstones that will reach the surface. It has
been estimated that as many as 42% of the hailstones falling through the 0 �C
level melt before reaching the ground over Alberta, Canada, while it may be as
high as 74% over Colorado and 90% in southern Arizona. This is consistent with
observations indicating that the frequency of hail is greater at higher latitudes.
Any thunderstorm with a radar echo top over 8 km near Alberta, Canada has a
significant probability of producing damaging hail!

Hailstone growth is a complicated consequence of the interaction of the air-
flow in thunderstorms and the growth of precipitation particles. Hailstones grow
primarily by collection of supercooled cloud droplets and raindrops. At tempera-
tures colder than 0 �C, many cloud droplets and raindrops do not freeze and can
remain unfrozen to temperatures as cold as −40 �C. A few ice particles do freeze,
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Figure 2.16 (a) Schematic horizontal sections showing the radar structure of
a unicellular supercell storm at altitudes of 1, 4, 7, 10, and 13 km AGL. Reflectiv-
ity contours are labeled in dBZ. Note the indentation on the right front quadrant
of the storm at 1 km, which appears as a weak-echo vault (or BWER, as it is
labeled here) at 4 and 7 km. On the left rear side of the vault is a reflectivity
maximum extending from the top of the vault to the ground (see Fig. 2.16b.)
From Chisholm and Renick (1972).



Hail suppression 49

however, perhaps by collecting an aerosol particle that can serve as a freezing
nucleus. If the frozen droplet is small, it will grow first by vapor deposition form-
ing snowflakes such as dendrites, hexagonal plates, needles, or columns. After
some time, perhaps 5–10 minutes, the ice crystals become large enough to settle
relative to small cloud droplets, which immediately freeze when they impact the
surface of the ice particle. If enough cloud droplets are present or the supercooled
liquid water content of the cloud is high, the ice particle can collect enough cloud
droplets so that the original shape of the vapor-grown crystal becomes obscured
and the ice particle becomes a graupel particle of several millimeters in diameter.
At first, the density of the graupel particle is low as the collected frozen droplets
are loosely compacted on the surface of the graupel particle. As the ice parti-
cle becomes larger, it falls faster and sweeps out a larger cross-sectional area,
and its growth by collection of supercooled droplets increases proportionally (see
Fig. 2.17). As the growth rate increases, the collected droplets may not freeze
instantaneously upon impact, and thus flow over the surface of the hailstone
filling in the gaps between collected droplets. The density of the ice particle,
therefore, increases close to that of pure ice as the dense hailstone falls still faster,
growing by collecting supercooled droplets as long as the cloud liquid water con-
tent is large. The ultimate size of the hailstone is determined by the amount of
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Figure 2.16 (cont.) (b) Schematic vertical section through a unicellular super-
cell storm in the plane of storm motion (along C–D in Fig. 2.16a). Note the
reflectivity maximum, referred to as the hail cascade, which is situated on the
(left) rear flank of the vault (or BWER, as it is labeled here). The overhang-
ing region of echo bounding the other side of the vault is referred to as the
embryo curtain, where it is shown to be due to millimetric-sized particles some
of which are recycled across the main updraft to grow into large hailstones.
From Chisholm and Renick (1972).
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Figure 2.17 Illustration of a hailstone growing by collecting supercooled
droplets. From Cotton (1990).

supercooled liquid water in the cloud and the time that the growing hailstone can
remain in the high rainwater region. The time that a hailstone can remain in the
high liquid water content region, in turn, is dependent on the updraft speed and
the fall speed of the ice particle. If the updraft is strong, say 35–40 m s−1, and the
particle fall speed through the air is only of the order of 1–2 m s−1, then the ice
particle will be rapidly transported into the anvil of the cloud before it can take
full advantage of the high liquid water content region. The ideal circumstance for
hailstone growth is that the ice particle reaches a large enough size as it enters
the high liquid water content region of the storm so that the ice particle fall speed
nearly matches the updraft speed. In such a case, the hailstone will only slowly
ascend or descend while it collects cloud droplets at a very high rate. Eventually,
the hailstone fall speed will exceed the updraft speed or it will move into a region
of weak updraft or downdraft. The size of the hailstone reaching the surface will
be greatest if the large airborne hailstone settles into a vigorous downdraft, as the
time spent below the 0 �C level will be lessened and the hailstone will not melt
very much. Thus, a particular combination of airflow and particle growth history is
needed to produce large hailstones. Let us now examine several conceptual mod-
els of hailstone growth in the different thunderstorm models we have described
previously.
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The Soviet hail model

The Soviet hail model is built on the ordinary thunderstorm model illustrated in
Fig. 2.18. If the storm develops particularly vigorous updrafts and high liquid
water contents during the growth stage, raindrops may form by collision and
coalescence with smaller cloud droplets. As the growing raindrops are swept
aloft, they continue to grow and eventually ascend into supercooled regions. If
the updraft exhibits a vertical profile as shown in the insert of Fig. 2.18, with
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Figure 2.18 The Soviet hailgrowth model. Left panel illustrates a favorable
updraft profile. Right panel illustrates the formation of an accumulation zone.
Bottom panel illustrates variation in terminal velocity of raindrops with size.
From Cotton (1990).
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a maximum updraft speed (w) in the layer between −10 �C and −20 �C, many
raindrops may become suspended just above the updraft maximum. This is because
the fall speed of raindrops approaches a maximum value slightly greater than
9 m s−1 for raindrops larger than 2.3 mm in radius (see lower insert Fig. 2.18).
The region just above the updraft maximum serves as a trap for large raindrops,
and rainwater accumulates in the region as long as an updraft speed greater than
9 m s−1 persists. Supercooled liquid water contents greater than 17 g m−3 have
been reported in such regions. Normal values of supercooled liquid content rarely
exceed 2–4 g m−3.

If now a few supercooled raindrops freeze in the zone of accumulated liquid
water content, they will experience a liquid-water-rich environment and hailstone
growth can proceed quite rapidly. The frozen supercooled raindrops serve as
very effective hailstone embryos, greatly accelerating the rate of formation of
millimeter-sized ice particles. Observations of thunderstorms near Huntsville,
Alabama, with multiparameter Doppler radar revealed regions of very high radar
reflectivity where ice particles were not detected. Light hailfall was observed at
the surface. These observations are consistent with the Soviet hail model.

Conceptual model of hail formation in ordinary multicell thunderstorms

Previously we described a multicell thunderstorm as a storm containing several
cells each undergoing a life cycle of 45 to 60 minutes. Over the High Plains of
the United States and Canada, multicell thunderstorms are found to be prolific
producers of hailstones; if not the very largest in size, at least the most frequent.
Large hailstones grow during the mature stage of the cells illustrated in Fig. 2.14
when updrafts may exceed 30 m s−1. In such strong updrafts, the time available
for the growth of hailstones from small ice crystals to lightly rimed ice crystals,
to graupel particles or aggregates of snowflakes, to hailstone embryos, is only 5
or 6 minutes! This time is far too short, as it takes some 10–15 minutes for an ice
particle to grow large enough to begin collecting supercooled cloud droplets or
aggregating with other ice crystals to form an embryonic hailstone. The mature
stage of each thunderstorm cell provides the proper updraft speeds and liquid water
contents for mature hailstones to grow, but they must be sizeable precipitation
particles at the time they enter the strong updrafts in order to take advantage of
such a favored environment. Here is where the growth stage of each cell is very
important to hailstone growth, as the weaker, transient, updrafts provide sufficient
time for the growth of graupel particles and aggregates of snow crystals, which
can then serve as hailstone embryos as the cell enters its mature stage. The growth
stage of the multicellular thunderstorm thereby preconditions the ice particles and
allows them to take full advantage of the high water contents of the mature stage
of the storm. Upon entering the mature stage, the millimeter-sized ice particles
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settle through the air at 8–10 m s−1 and therefore rise slowly as the updrafts
increase in speed from 10–15 m s−1 at low levels to 25–35 m s−1 at higher levels.

As mentioned previously, the optimum growth of a hailstone occurs when the
updraft speed exceeds the particle fall speed by only a few meters per second.
In that case, the hailstone rises slowly only a few kilometers as it collects super-
cooled droplets. Fortunately, not all multicellular thunderstorms develop hailstone
embryos of the appropriate sizes during the growth stage nor do the embryos enter
the updrafts of the mature cell at the right location for optimum hailstone growth.

Conceptual model of hailstone growth in supercell thunderstorms

We have seen that the supercell thunderstorm is a steady thunderstorm system con-
sisting of a single updraft cell that may exist for 2 to 6 hours. Updraft speeds are
so strong that they are characterized by having a bounded weak echo region (see
Fig. 2.16a and b) in which precipitation particles of a radar-detectable size do not
form. Nonetheless, the supercell thunderstorm produces the largest hailstones, some-
times over very long swaths. Consider for example, the Fleming hailstorm that
occurred on June 21, 1972. Figure 2.19 illustrates that this storm first reached super-
cell proportions in northeast Colorado and produced a nearly continuous swath of
damaging hail 300 km long over eastern Colorado and western Kansas. How can a
storm system consisting of a single, steady updraft with speeds in excess of 30 m s−1

develop hailstones before the ice particles are thrust into the anvil of the storm?
Browning and Foote (1976) visualized hail growth in a supercell thunderstorm

as a three-stage process illustrated in Fig. 2.20a and b. During stage 1, hail embryos
form in a relatively narrow region on the edge of the updraft, where speeds are
on the order of 10 m s−1, allowing time for the growth of millimeter-sized hail
embryos. Those particles forming on the western edge of the main updraft have a
good chance of sweeping around the main updraft and entering the region called
the embryo curtain on the right-forward flank of the storm. These particles will
follow the trajectory labeled 1 in Fig. 2.20. By contrast, particles that enter the
main updraft directly follow the trajectory labeled 0 and do not have sufficient
time to grow to hailstone size. They are thrust out into the storm anvil.

During stage 2, the embryos formed on the western edge of the main updraft
are carried along the southern flank of the storm by the diverging flow field. Some
of the larger embryos settle into the region of weak updrafts that characterizes
the embryo curtain. The particles following the trajectory labeled 2 experience
further growth as they descend in the embryo curtain region. Some of the particles
settle out of the lower tip of the embryo curtain and re-enter the base of the main
updraft, commencing stage 3.

Stage 3 represents the mature and final stage of hail growth, in which the
hailstones experience very high liquid water concentrations and grow by collecting
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Figure 2.19 Hourly positions of the Fleming hailstorm as determined by the
NWS Limon radar (CHILL radar data used 1300-1500 MDT). The approximate
limits of the hailswath are indicated by the bold, dashed line. Continuity of the
swath is not well established but total extent is. Special rawinsonde sites were
located near the towns of Grover, Ft. Morgan, Sterling, and Kimball. Contour
intervals are roughly 12 dBZ above 20 dBZ. From Browning and Foote (1976).
© Royal Meteorological Society.

numerous cloud droplets during their ascent in the main updraft. The growth
of hailstones from embryos is viewed as a single up-and-down cycle. Those
embryos which enter the main updraft at lowest levels, where the updraft is
weakest, are likely to have their fall speed nearly balanced by the updraft speed.
As a result of their slow rise rate, they will have plenty of time to collect the
abundant supercooled liquid water. Eventually their fall velocities will become
large enough to overcome the large updraft speeds and/or they will move into
the downdraft region and descend to the surface on the northern flank of the
storm.

Some researchers argue that hail embryos are not formed on the flanks of a
single, main updraft, where updraft speeds may be weaker, but instead the embryos
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Figure 2.20 Schematic model of hailstone trajectories within a supercell storm
based upon the airflow model inferred by Browning and Foote (1976). (a) Hail
trajectories in a vertical section along the direction of travel in the storm. (b)
These same trajectories in plan view. Trajectories 1, 2, and 3 represent the three
stages in the growth of large hailstones discussed in the text. The transition from
stage 2 to stage 3 corresponds to the re-entry of a hailstone embryo into the
main updraft prior to a final up-and-down trajectory during which the hailstone
may grow large, especially if it grows close to the boundary of the vault. Other,
slightly less favored, hailstones will grow a little farther away from the edge
of the vault and will follow trajectories resembling the dotted trajectory. Cloud
particles growing “from scratch” within the updraft core are carried rapidly up
and out into the anvil along trajectory 0 before they can attain precipitation size.
From Browning and Foote (1976). © Royal Meteorological Society.
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form in towering cumulus clouds that are flanking the main updraft of the storm.
They argue that the towering cumulus clouds are obscured by the precipitation
debris falling out of the main updraft. Embryos can form in the transient, weaker
towering convective elements and “feed” the main updraft with millimeter-sized
embryos. In some thunderstorms, such transient, flanking cumulus towers are
visually separated from the dominant parent cell. Such thunderstorms are a hybrid
between the single supercell storm and the ordinary multicell storm and are
called organized multicell thunderstorms or weakly evolving thunderstorms. Such
thunderstorms are characterized by a single, dominant cell which maintains a
steady flow structure similar to a supercell thunderstorm, including a BWER and
a rotating updraft. They also contain distinct flanking towering cumulus clouds
that can serve as the manufacturing plant for hailstone embryos that can settle into
the main updraft of the steady cell. The so-called feeder cells have to be relatively
close to the parent cell in order to be effective suppliers of hailstone embryos.
Whether or not a supercell actually contains such embedded feeder clouds or is
just a single cell is not known at the present time.

In summary, three factors are necessary to produce hail: (1) large amounts of
supercooled liquid water, (2) millimeter-sized hydrometeors called hail embryos
which are usually supercooled raindrops, graupel particles, or aggregates, and (3)
strong enough updrafts to suspend the growing hailstones. If any of the three
is absent, hail does not develop. We will see that hail suppression concepts are
based on altering at least one of the three factors.

2.5.3 Hail suppression concepts

The approaches to suppressing hail vary considerably depending on the conceptual
model one considers the most appropriate for the storms in a region of interest.
Differences in conceptual storm models result from differing environmental con-
ditions and from different perceptions of storm structure. Perceptions of storm
structure, in turn, vary from one scientist to another and are dependent on the
storm observing systems and numerical models available to a researcher. For
example, one’s perception of a storm structure changes as one moves from observ-
ing a storm with a radar providing only reflectivity values, to observing a storm
with multiple Doppler radar capable of defining storm air motions, to observing
a storm with multiple Doppler radar and a multiparameter radar capable of also
identifying ice versus liquid precipitation elements.

The Soviet hail suppression scheme

Hail suppression techniques in the Soviet Union were largely based on the Soviet
conceptual model of a hailstorm described above. In that conceptual model
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hailstones grow from embryos of frozen supercooled raindrops. In a region of high
liquid water content resulting from an accumulation of supercooled raindrops, a
few drops freeze naturally and grow rapidly to hailstones in the water-rich envi-
ronment. The Soviets, therefore, developed several techniques for direct injection
of silver iodide seeding material in the region of high radar reflectivity and pre-
sumably large amounts of supercooled water. The techniques involve the use of
several types of rockets and cannons which carried seeding material to heights as
much as 8 km where the material is explosively dispersed over the target region
(Bibilashvili et al., 1974). The dispersed silver iodide is then hypothesized to be
swept up by the supercooled raindrops (or promote freezing of small ice crystals
which are swept up by the supercooled raindrops) and promote their freezing. The
numerous frozen raindrops then compete “beneficially” for the available super-
cooled liquid water, thus inhibiting the formation of hailstones. As described by
Battan (1969) the projects required the coordinated use of radars to detect regions
of high rain water content and ground-based rocket launchers or cannons.

The results reported from a number of seeding operations in the Soviet Union
suggested 50% to 100% reduction in hail damage (Battan, 1969; Burtsev, 1974;
Sulakvelidze et al., 1974). Attempts to replicate the Soviet hail suppression scheme
in Switzerland and the United States have been unsuccessful (Atlas, 1977; Federer
et al., 1986). The failure in the United States, however, may have been due to
the inability of the scientists to successfully deploy rockets. Most of the seeding
was done by burning flares on aircraft flying in updrafts. It is also possibly a
result of the fact that the storms in the NHRE experimental area were quite
different from the hail-producing storms over the Soviet Union. Firstly, there
is clear evidence that the embryos for hailstones in northeastern Colorado are
primarily graupel particles rather than frozen drops (Knight and Squires, 1982).
Therefore, it is unlikely that the Soviet concept that an accumulation zone of
supercooled raindrops serves as the main source region of hailstone growth in
the High Plains of the United States. Secondly, the most severe hail-producing
storms over northeast Colorado are supercell storms whereas supercells appear to
be rather rare in the Soviet hail regions.

The reasons for the failure of the Swiss hail experiment is less obvious since
the characteristics of hailstorms in that region more closely resemble the Soviet
storms and the Swiss more faithfully modeled their experiment on the Soviet hail
suppression scheme.

The glaciation concept

The aim of hail suppression by glaciation is to introduce so many ice crystals via
seeding that the ice crystals consume all the available supercooled liquid water
as they grow by vapor deposition and riming of cloud droplets. To be effective
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this technique requires the insertion of very large amounts of seeding materials
in the storm updrafts. Modeling studies (Weickmann, 1964; Dennis and Musil,
1973; English, 1973; Young, 1977) have suggested that unless very large amounts
of seeding material are used, the strongest updrafts remain all liquid and hail
growth is not substantially affected. Therefore, the glaciation concept is generally
thought not to be a feasible approach to hail suppression. The glaciation concept
is also not popular because many scientists think that it may result in a reduction
in rainfall along with hail. Since most hail-prone areas are semi-arid, the loss of
rainfall can have a greater adverse impact on agriculture than economic gains
from hail suppression.

The embryo competition concept

The competing embryo concept, first introduced by Iribarne and de Pena (1962),
involves the introduction of modest concentrations of hailstone embryos (on the
order of 10 per cubic meter) in the regions of major hailstone growth. The idea is
that millimeter-sized ice particles will then compete beneficially for the available
supercooled water and result in numerous small hailstones or graupel particles
rather than a few large, damaging hailstones. Because it is not economically
feasible to introduce hailstone embryos directly in the cloud, one must use a
seeding strategy which utilizes the storm’s natural hailstone embryo manufacturing
process. For example, the Soviet concept of hail suppression can be considered an
embryo competition strategy. In their case the hypothesized hailstone embryos are
frozen supercooled raindrops. When seeding material is dispersed into a region
containing supercooled raindrops, the raindrops readily freeze and immediately
become millimeter-sized hailstone embryos. The numerous hailstone embryos
then beneficially compete for the available supercooled water resulting in the
formation of numerous small hailstones, many of which will melt before reaching
the ground.

Now consider a cloud in which supercooled raindrops are not present. In such
clouds millimeter-sized ice particles first must form by vapor deposition until ice
crystals of the size of a few hundred micrometers (0.1 mm) form. This takes a
significant amount of time, on the order of 5 to 10 minutes. The larger vapor-
grown ice crystals can then settle through a population of cloud droplets and grow
rapidly by riming those droplets to form graupel particles. The larger ice crystals
can also collide with each other to form clusters of ice crystals called aggregates.
Both the graupel particles and aggregates can serve as hailstone embryos since
they have significant fall velocities and cross-sectional areas to enable them to
grow rapidly by accreting supercooled cloud droplets to form hailstones.

As a result of the significant amount of time for hailstone embryos to form,
seeding intense updrafts, such as exist in supercell storms and the mature cell of
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severe multicell storms with WERs, is unlikely to have any significant effect on
hail growth. The ice crystals formed from seeding would probably be swept aloft
into the anvil before becoming large enough to serve as embryos of hailstones. In
the case of multicell storms, the recommended approach is to seed in the flanking
towering cumulus clouds where updrafts are weaker and transient. If the cell is a
daughter cell or a cell that eventually becomes a mature cell, it may be laden with
numerous artificially produced hailstone embryos. Likewise, if the flanking cell
is in the right location to serve as a feeder cell, then the natural and artificially
produced hailstone embryos will be entrained into the mature cell to beneficially
compete for the supercooled liquid water and reduce the size of hailstones.

The problem is how can one implement an embryo competition strategy
in supercell storms? Remember that supercells have steady updraft speeds of
15–40 m s−1 and that there do not appear to be any flanking towering cumuli
associated with them. Modeling studies (e.g., Young, 1977) have suggested that
significant embryo growth is only possible in regions with cloud base updraft
speeds are less than 3 m s−1. A conclusion drawn from the NHRE is that it is
probably not feasible to suppress hail growth in supercell storms (Atlas, 1977).

Early rainout and/or trajectory lowering liquid water depletion
by salt seeding

The idea behind early rainout is to initiate ice phase precipitation lower into
the feeder or daughter cell clouds where temperatures are in the range −5 �C
to −15 �C. If the prematurely initiated precipitation settles below an otherwise
rain-free base, it could fall into the inflow into the storm and impede the flow of
moisture into the storm, which, in turn, would reduce supercooled liquid water
contents deeper in the storm. In addition, initiation of ice lower in the smaller
turrets has the potential of reducing supercooled liquid water available for hail
growth in the larger turrets, where updrafts are stronger and more conducive to
the growth of larger hailstones.

Essentially the same seeding strategy can be used to achieve early rainout and
trajectory lowering since if the precipitation particles initiated lower in the cloud
do not precipitate from the rain-free cloud base, the number of hail embryos is
increased causing beneficial competition.

Another proposed approach to hail reduction is to seed the base of clouds with
salt particles or some other hygroscopic material and thereby initiate a warm rain
process in the lower levels of the cloud. The concept, also called the trajectory-
lowering technique, is that the precipitation settling out of the lower part of the
cloud will deplete the liquid water in the cloud and therefore limit hailstone
growth. It is based on the hygroscopic seeding strategies discussed above in which
salt particles or some other hygroscopic material are introduced into the base
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of flanking clouds, thereby initiating a more vigorous warm rain process in the
lower levels of the cloud. Some cloud modeling studies (Young, 1977) suggest
that this may be a feasible approach in regions such as the High Plains of the
United States or Canada where cloud base temperatures are cold and cloud droplet
concentrations are large.

It has also been proposed to use a combination of salt seeding and ice phase
seeding to both deplete supercooled liquid water and to promote beneficial embryo
competition (Dennis and Musil, 1973). Only limited exploratory field studies have
been performed to examine the feasibility of this approach.

These concepts are summarized in Fig. 2.21. Developing flanking line cells
with weaker updrafts are shown on the left of the figure and the mature cell
with strong updrafts on the right. One can also interpret the figure as being a
time–height cross-section of a storm with zero time on the left and the time of the
dissipating cells on the far right. We emphasize here that it is the weaker updraft
regions of developing cumulus congestus, rather than the main cumulonimbus
cell that is the preferred region for seeding.
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Figure 2.21 Hail suppression concepts. From World Meteorological Organiza-
tion (1996).
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It should be noted that hailstorms are often severe storms that can produce severe
winds, tornadoes, and flash floods in addition to hail. Thus seeding hailstorms has
the potential for undesirable consequences such as enhancing flood potential or
severe wind damage. For example, in their modeling study of the impact of hail
size on simulated supercell storms, van den Heever and Cotton (2004) found that
decreasing hail size led to stronger low-level downdrafts and colder cold pools
over larger areas beneath the storm. This is by virtue of the fact that melting
and evaporation are surface phenomena on the hailstones and since, for a given
hail water content, net surface area is increased when the hailstones are smaller
(the surface-to-volume ratio is greater for smaller particles), a reduction of hail
size leads to greater low-level cooling. The greater divergence associated with the
more intense cold pools results in stronger divergence of flow from the forward
flank downdraft into the region of the updraft and stronger convergence of air
into the updraft. The enhanced low-level convergence favors stronger low-level
tornado-scale circulations much like an ice-skater spinning faster as they bring in
their arms. Thus those simulations imply that seeding thunderstorms to reduce hail
size has the potential for increasing the chance of inducing tornadoes. Clearly we
need a more holistic understanding of thunderstorm dynamics and microphysics
before hailstorm modification is done routinely.

2.5.4 Field confirmation of hail suppression techniques

As noted previously, the reports of major success in reducing crop hail damage
in the Soviet Union spawned a number of operational and scientific research
programs on hail suppression in the United States, Canada, Switzerland, South
Africa, and elsewhere. The Swiss and US programs were attempts to replicate
the Soviet strategy. Unfortunately, the US/NHRE did not replicate the Soviet
strategy for a variety of reasons. The meteorology over the High Plains of the
United States is quite different than in the Soviet hail regions with the storms
being cold-based and continental so that a warm rain process is not very active.
An accumulation zone of supercooled raindrops is, therefore, not likely in that
region. Furthermore, there appears to be a greater preponderance of supercell
storms in the NHRE area than in the Soviet hail regions (Battan, 1969; Marwitz,
1972). The storms in NHRE were thus less amenable to hail suppression. Finally,
scientists in NHRE were never able to successfully implement a rocket-based
seeding strategy. Instead, most of the seeding was conducted as broadcast seeding
from aircraft flying beneath the base of the strongest updrafts; a procedure that is
least likely to produce competing embryos. The NHRE seeding experiment was
therefore curtailed prematurely without definitive results (Atlas, 1977).
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In contrast, the Swiss experiment (Federer et al., 1986) had everything going for
it. The meteorology in Switzerland is relatively similar to the Soviet hail regions.
The experimenters successfully implemented a rocket-based seeding strategy and
carried out a well-designed and well-implemented field program. Again, this
experiment did not yield positive results of hail suppression. A possible contributor
to the inability of finding a significant decrease in hailfall is that the 5-year
experimental period was too short. The original design of the experiment called
for a 5-year period to discern a seeding signal based on the optimistic expectation
of a 60% reduction in kinetic energy of falling hail (Federer et al., 1986). Another
factor is that the seeding material only entered a small fraction of the storms
thought to be seeded. Using chemical tracers, Linkletter and Warburton (1977)
could find “seeded” silver in only 50% of the storms in 1973 and 70% in 1974
during NHRE. Based on those findings they predicted that less than 10% of the
storms had enough silver to represent a significant seeding effect. Similar results
were found by chemical analyses in the Swiss hail project (Lacaux et al., 1985)
where they found on one day that two cells exhibited only 7% and 25% coverage
of seeding silver.

Similarly hail suppression experiments in Canada and South Africa have been
inconclusive. Only long-term statistical analyses of non-randomized, operational
programs have provided more convincing evidence suggesting that seeding can
significantly reduce hail frequency. Mesinger and Mesinger (1992), for example,
examined 40 years of operational hail suppression data in eastern Yugoslavia.
After attempting to remove the effects of climatic fluctuations during the period,
they estimated that the hail suppression projects reduced the frequency of hail
between 15% and 20%. One can not rule out the possibility that natural climatic
variations in hail frequency lead to the “apparent” reductions in hail frequency in
such studies. Likewise, Smith et al. (1997) found a 45% decrease in crop damage
due to hail suppression in a non-randomized operational project in North Dakota.
Other evidence exists indicating decreased hail damage during operational hail
suppression efforts in Greece (Rudolph et al., 1994) and France (Dessens, 1998).
An advantage of evaluating an operational program is that often one can work with
long-period records such as 40 years in former Yugoslavia whereas randomized
research programs typically cannot get funding for more than 5 years or so. The
disadvantage is that one cannot totally eliminate concerns about natural variability
in the climate.

Another concern about hail suppression is its impact on rainfall. Because hail-
storms often occur in semi-arid regions where rainfall is limited, Changnon (1977)
estimated that in general, the destructive effects of hail damage are often out-
weighed by the positive benefits of rainfall from those storms. This is, of course,
not true for certain high-risk crops such as tobacco, grapes, or certain vegetables.
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Modeling studies like those of Nelson (1979) and Farley et al. (1977) suggested
that rainfall and hailfall are positively correlated so that reductions of hailfall
coincide with reductions in rainfall. But an evaluation of rainfall from an opera-
tional hail suppression program in Alberta, Canada by Krauss and Santos (2004)
suggested that seeding to reduce hail damage also resulted in an increase in rain
volume by a factor of 2.2.

Overall the scientific basis of hail suppression remains not fully resolved.
Moreover, we urge scientists and operators to take a more holistic view of hail
suppression activities by considering other potential responses of the storms to
seeding including its affects on rainfall, cloud-to-ground lightning, severe winds,
and tornadoes.

2.6 Modification of tropical cyclones

As mentioned in Chapter 1, the first attempt at modifying a tropical cyclone
or hurricane occurred during Project Cirrus in 1947. Because of the extensive
damage produced by hurricanes, interest in developing an economical technique
to modify hurricanes developed to a high level. For example Gentry (1974) stated:
“For scientists concerned with weather modification, hurricanes are the largest
and wildest game in the atmospheric preserve. Moreover, there are urgent reasons
for ‘hunting’ and taming them.” Therefore in 1962 a joint project, between the US
Weather Bureau and the US Navy, called Project STORMFURY, was created.
Before we examine the results of that study, let us review the basic concepts of
tropical cyclones.

2.6.1 Basic conceptual model of hurricanes

The tropical cyclone or hurricane is a large cyclonically circulating (counter-
clockwise rotation in the Northern Hemisphere) weather system that is composed
of bands of deep convective clouds (see Fig. 2.22) (Pielke and Pielke, 1997).
Inside a radius of about 400 km, the low-level flow is convergent and asso-
ciated lifting of warm, moist air produces extensive cumulonimbus clouds and
precipitation. The storm is composed of an eyewall (a generally circular ring of
intense cumulonimbus convection surrounding the often cloud-free eye), a region
of stratiform cloud and precipitation outside the eyewall, and, beyond the eye-
wall, spiral bands of convective clouds and rainfall. Like a giant flywheel, the
region within 100 km of the storm center is inertially stable and is not affected
strongly by outside weather systems. Only through enhancements or reductions
in the divergence pattern associated with jet streaks is the strength of the storm
affected by larger-scale weather systems. Likewise it does not respond rapidly to
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Figure 2.22 Schematic diagram of a hurricane, showing low-level circulation
and cloud types. The highest clouds, composed of cirrus and cirrostratus, occur
at the tropopause, which is about 16 km. From STORMFURY (1970).

small changes in heat release but only to sustained, large-amplitude changes in
heating.

The primary energy driving the tropical cyclone comes from the sea. Air flowing
over a warm ocean surface receives energy primarily in the form of sensible and
latent heat. Small-scale turbulent eddies near the ocean surface transfer the heat
and moisture upward to levels where it becomes saturated and cumulus clouds
form. By condensing water to form cloud droplets and consequently releasing
latent heat, the moisture and latent heat transferred from the ocean surface warm
the cloudy air at a rate which is roughly proportional to the precipitation rate in
the clouds. Thus cumulus clouds and subcloud eddies transfer the sensible and
latent heat from the ocean surface to the middle and upper troposphere. As the
air moves laterally outward from the central region of the storm at upper levels in
stratiform anvil clouds, much of the energy gained at the ocean surface is radiated
to space by infrared radiation.

These features of a tropical cyclone motivated Emanuel (1988) to suggest that
a tropical cyclone is like an idealized heat engine called a Carnot engine. In a
Carnot engine, heat is input at a single high temperature and all the heat output is
ejected at a single low temperature. The amount of work produced by the Carnot
engine is proportional to the difference between the input and output temperatures,
and is the maximum amount of energy that can be extracted from a heat source.
In the case of a tropical storm, the amount of work or the maximum strength
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of the winds in a storm is proportional to the difference in temperature between
the heat input level (i.e., at the ocean surface), and the heat output level, or the
tops of the stratiform–anvil clouds. However, this is not the total story. If the sea
surface temperature and temperature at the tropopause were the only determinant
factors on hurricane formation and strength, there would be more than ten times
as many hurricanes as normally occur. Other factors which determine the extent
to which larger scales of motion and convective scales interact in an optimum
way to utilize the energy flowing from the ocean surface must also be important
as discussed in Pielke (1990).

2.6.2 The STORMFURY modification hypothesis

The original STORMFURY hypothesis was first advanced by Simpson
et al. (1963) and Simpson and Malkus (1964). They proposed that the additional
latent heat released by seeding the supercooled water present in the eyewall
cloud would produce a hydrostatic pressure drop that would modestly reduce the
surface pressure gradient and as a consequence the maximum wind speed.

The original hypothesis was subsequently modified following a series of numer-
ical hurricane simulations (Gentry, 1974). Those numerical experiments suggested
that application of the individual cloud dynamic seeding hypothesis to tower-
ing cumuli immediately outward of the eyewall would cause enhanced vertical
development of the towering cumuli and removal of low-level moisture from the
boundary layer immediately beneath them. The loss of moisture outward from the
eyewall would starve the clouds of moisture in the eyewall region, causing a shift
in the eyewall convection outward to greater radii (as illustrated in Fig. 2.23). Like
ice-skaters extending their arms, the storm should rotate slower and the winds
diminish appreciably.

2.6.3 STORMFURY field experiments

For nearly a decade, STORMFURY performed seeding experiments in an attempt
to reduce the intensity of hurricanes. Only a few storms were actually seeded,
however, due to the fact the hurricanes are a relatively infrequent phenomenon
and the experiment was constrained to operate in a limited region of the North
Atlantic well away from land. Some encouraging results were obtained from
seeding Hurricane Debbie in 1969 with 30% and 15% reductions in wind speeds
following seeding on two days separated by a no-seed day. This led to greatly
expanded field programs for a few years but the program was eventually curtailed
in the late 1970s with no definitive results. STORMFURY succumbed to the very
large natural variability of hurricanes including a period of very low hurricane
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Figure 2.23 Hypothesized vertical cross-sections through a hurricane eyewall
and rain bands before and after seeding. Dynamic growth of seeded clouds in
the inner rain bands provides new conduits for conducting mass to the outflow
layer and causes decay of the old eyewall. From Simpson et al. (1978).

frequency from the middle 1960s to the middle 1980s. The conclusions of the
project were summarized in Sheets (1981) in which 10–15% decreases in the
maximum wind speed with associated damage reductions of 20–60% should occur
if the STORMFURY hypothesis (Gentry, 1974) were implemented. No significant
changes in storm motion or storm averaged rainfall at any specific location would
be expected.
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The fall of the science of weather modification by
cloud seeding

For nearly two decades vigorous research in weather modification was carried
out in the United States and elsewhere. As shown in Fig. 3.1, federal funding in
the United States for weather modification research peaked in the middle 1970s
at nearly $19 million per year. Even at its peak, funding for weather modification
research was only 6% of the total federal spending in atmospheric research
(Changnon and Lambright, 1987) and this amount included considerable support
for basic research on the physics of clouds and of tropical cyclones. Nonetheless,
research funding in cloud physics, cloud dynamics, and mesoscale meteorology
was largely justified based on its application to development of the technology of
weather modification. Research on the basic microphysics of clouds particularly
benefited from the political and social support for weather modification.

By 1980, the funding levels in weather modification research began to fall
appreciably and by 1985 they had fallen to the level of $12 million. After 1985,
funding in weather modification research became so small and fragmented that no
federal agency kept track of it. Currently the Bureau of Reclamation has only about
$0.25 million per year that can be identified as weather modification. They have
operated a program in Thailand that was supported by the Agency for International
Development. Basic research in the National Science Foundation that can be linked
to weather modification is on the order of $1 million. Likewise the Department of
Commerce has no budgeted weather modification program, but has supported a
cooperative state/federal program at about the $3.5 million level. This on again–
off again “pork barrel” program is supported by congressional write-ins rather
than a line item in the National Oceanic and Atmospheric Administration (NOAA)
budget. In FY-2003, the Bureau of Reclamation administered this program, but
no such funds were earmarked for either the Bureau of Reclamation or NOAA in
FY-2004 or FY-2005. In this program, states having strong political lobbying
support for weather modification are earmarked for support in this program.
Overall the total federal program for weather modification in the United States
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Figure 3.1 Estimates of federal spending levels in the United States for
weather modification research. The agencies are BR (Bureau of Reclamation),
DOC (Department of Commerce), DOD (Department of Defense), and NSF
(National Science Foundation). Data provided courtesy of the National Science
Foundation.

is on the order of 10% of its peak level in the middle 1970s. What caused this
virtual crash in weather modification research?

Changnon and Lambright (1987) listed the following reasons for this reduction
in funding:

• poor experimental designs;
• widespread use of uncertain modification techniques;
• inadequate management of projects;
• unsubstantiated claims of success;
• inadequate project funding; and
• wasteful expenditures.

Changnon and Lambright concluded that the primary cause of the rapid decline
in weather modification funding was the lack of a coordinated federal research
program in weather modification. However, there are other factors that also must
be considered:

• weather modification was oversold to the public and legislatures;
• demands for water resource enhancement declined due to an abnormal wet period;
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• impact of “Reaganomics”;
• change in public attitude toward the environment; and
• the limited period of government and public interest in specific environmental prob-

lems and the resultant diversion of public attention to other weather and climate
issues.

Changnon and Lambright argued that Congress’ decision to terminate the
National Science Foundation’s (NSF’s) lead agency role in weather modification
research in 1968 was a major blunder. Instead, support for weather modifica-
tion research in the United States became fragmented between the US Bureau of
Reclamation (BR) of the Department of the Interior, the Department of Defense
(DOD), the NOAA, the NSF, and the Department of Agriculture (DOA). With the
exception of NSF, these agencies were mission oriented and as such the primary
support was not for basic research, but development of a technology to be applied
to water resource enhancement, severe weather abatement, agricultural uses, and
military applications. This led to a great deal of interagency rivalry and to research
programs having short-term goals of establishing a weather modification technol-
ogy. As a result, most of the research programs were of a “black box” nature
in which clouds were seeded in a randomized statistical design where the only
measurements were the amount of rain on the ground or the amount of hail dam-
age, etc. There were few attempts to design studies in which the entire sequence
of hypothesized responses to seeding were measured. Did seeding produce more
numerous ice crystals? Is the precipitation particle size spectra different in seeded
clouds? What are the sequence of dynamic responses of a cloud to seeding? It
was only in very recent years, about the time of the crash in weather modifi-
cation funding, that major attempts to answer these fundamental questions were
performed in weather modification programs. Clearly the lack of a coordinated
federal research program had a major adverse impact on weather modification
research.

Another factor affecting the decline in weather modification research was that
from the early days of Project Cirrus onward, weather modification was oversold
to the funding agencies and to the public. The cry was weather modification is
good! It can enhance rainfall, suppress hail, weaken winds in hurricanes, inhibit
lightning, and put out forest fires. Many scientists and program managers argued
that only a few years of research were needed to put cloud seeding on a sound
scientific basis and for it to be ready for routine applications. Such overselling
was often undoubtedly performed by a few unscrupulous scientists, program
managers, and commercial seeders. However, more importantly, this behavior
reflected the rather naive perceptions of many in the scientific community of the
difficult problems faced by the weather modification community. Not only are the
physical problems faced by weather modification scientists extremely complex,



70 The fall of the science of weather modification

but scientists generally underestimated the impact of the natural variability
of precipitation and weather on discerning a seeding signal from the natural
background. Thus this overselling has led to a lack of scientific credibility
since after more than 50 years, scientists are still disagreeing about the out-
come of cloud seeding projects and the scientific status of the field. This loss
of scientific credibility came to a head in a meeting of atmospheric scien-
tists organized by the United States National Academy of Sciences to assess
research themes of the 1980s (National Academy of Sciences, 1980). The con-
sensus of the attendees was that weather modification should not be given a
high priority for federal research funding in the 1980s. Many were vigorously
opposed to support for weather modification research. They argued that cli-
mate, atmospheric chemistry, and mesoscale meteorology should be given the
highest priority.

Major support for weather modification research has traditionally come from
the semi-arid western states of the United States where the demand for water often
exceeds the supply. However, in the middle 1970s to the 1980s, precipitation was
often above normal so that demand for cloud seeding projects and weather modi-
fication research dwindled. During the same period, tropical cyclones striking the
east coast of the United States also reached a low level (Gray, 1990, 1991). These
factors plus the Reagan administration’s attempts at reducing federal expendi-
tures combined to make it easy for Congress to cut federal funding in weather
modification research.

Finally, enthusiasm for weather modification developed during a time when
the prevailing attitude was to restructure the environment to suit the needs of
mankind by building dams, cutting trees, building sea walls, and other means of
altering the environment. This philosophy has been replaced, by and large, with
an environmental awareness ethic. No longer is it acceptable to build nuclear
power plants, dams, or highways without a major assessment of the total envi-
ronmental impact. Weather modification, with its primary aim to change the
weather, no longer fits the environmental ethic that prevails in many developed
nations.

As a consequence of the above factors, weather modification research experi-
enced a sharp decline in funding in the middle 1980s in the United States. A similar
decline in funding was also experienced in many developed countries during the
same period, largely due to the loss of scientific credibility of the field. Some
countries such as China, however, have maintained vigorous weather modification
research programs. More than 100 operational cloud seeding programs currently
exist throughout the world including the United States. All that remains of weather
modification research in the United States are “pork barrel” congressional write-in
programs that are on again and off again every budgeting cycle. Moreover, the
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support for the research is constrained to those lobbying states and not generally
available to the scientific community. Such funding of research does not lend
itself to quality, long-term scientific investigations.

There is also some evidence of a rebirth of weather modification research. In
Australia, for example, several operational and research programs for precipita-
tion enhancement have been instigated. During the drought of 1988 and in the
extended drought in the early 2000s in the southwest United States, operational
cloud seeding projects for snowpact enhancement have flourished. Perhaps moti-
vated by this activity a National Research Panel was established to examine the
status of weather modification. The panel (National Research Council, 2003a)
recommended “that a coordinated national program be developed to conduct a
sustained research effort in the areas of cloud and precipitation microphysics,
cloud dynamics, cloud modeling, and cloud seeding; it should be implemented
using a balanced approach of modeling, laboratory studies, and field measure-
ments designed to reduce the key uncertainties.” With the droughts of 1988 and
2002 (Pielke et al., 2005a), and renewed enhanced hurricane activity along the
east coast of the United States such as in 2004 and 2005, will demands for weather
modification research be increasing? Certainly several operational programs were
begun in the drought of 1988 in the United States.

Clearly there is a great need to establish a more credible, stably funded scien-
tific program in weather modification research, one that emphasizes the need to
establish the physical basis of cloud seeding rather than just a “black box” assess-
ment of whether or not seeding increased precipitation. We need to establish the
complete hypothesized physical chain of responses to seeding by observational
experiments and numerical simulations. We also need to assess the total physical,
biological, and social impacts of cloud seeding, or what we call taking a holistic
approach to examining the impacts of cloud seeding. E. K. Bigg, for example
(Bigg, 1988, 1990b; Bigg and Turton, 1988) suggested that silver iodide seeding
can trigger biogenic production of secondary ice nuclei. His research suggests
that fields sprayed with silver iodide release secondary ice nuclei particles at
10-day intervals and that such releases could account for inferred increases in
precipitation 1–3 weeks following seeding in several seeding projects (e.g., Bigg
and Turton, 1988). If Bigg’s hypothesis is verified, an implication of biogenic
production of secondary ice nuclei is that many seeding experiments have thus
been contaminated such that the statistical results of seeding are degraded. This
effect would be worst in randomized cross-over designs and in experiments in
which one target area is used and seed days and non-seed days are selected over
the same area on a randomized basis. Thus, not only is the weather modifica-
tion community faced with very difficult physical problems and large natural
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variability of the meteorology, but they also are faced with the possibility of
responses to seeding through biological processes.

We shall see later that scientists dealing with human impacts on global change
are also faced with very difficult physical problems, large natural variability
of climate, and the possibility of complicated feedbacks through the biosphere.
There is also a great deal of overselling of what models can deliver in terms of
“prediction” of human impacts over timescales of decades or centuries.



Part II

Inadvertent human impacts on regional weather and
climate

In Part I, we discussed man’s purposeful attempts at altering weather and climate
by cloud seeding. We saw that there is strong evidence indicating that clouds and
precipitation processes can be altered through cloud seeding. In general, however,
our knowledge about clouds is still not sufficient to enable cloud seeders to alter
precipitation processes and severe weather in anything but the simplest weather
systems (e.g., orographic clouds, supercooled fogs and stratus, and some cumuli).
In Part II we examine the mechanisms and evidence indicating that there have
been changes in regional weather and climate through anthropogenic emissions
of aerosols and gases, and through alterations in landscape. Regional scale refers
to horizontal scales of less than a few thousand kilometers. On these scales we
examine the possible changes in rainfall, severe weather, temperatures, and cloud
cover caused by anthropogenic activity.
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Anthropogenic emissions of aerosols and gases

A variety of human activities result in the release of substantial quantities of
aerosol particles and gases which may influence cloud microstructure, precipita-
tion processes, and other weather phenomena. In this section we examine evidence
that these particulate and gaseous releases are influencing regional weather and
climate. In this chapter, however, we will not focus on urban emissions of partic-
ulates and gases; that discussion will be reserved for Chapter 5.

4.1 Cloud condensation nuclei and precipitation

In our discussion of purposeful modification of clouds in Part I, we described
attempts to enhance precipitation from warm clouds by seeding them with hygro-
scopic materials. The hygroscopic particles which are called cloud condensation
nuclei (CCN) can alter the microstructure of a cloud by changing the concentra-
tions of cloud droplets and the size spectrum of cloud droplets (Matsui et al., 2004,
2006). There are numerous examples of anthropogenic sources of CCN, includ-
ing automobile emissions (Squires, 1966), certain urban industrial combustion
products, and the burning of vegetative matter, especially sugar cane.

Warner and Twomey (1967) observed substantial increases in CCN concentra-
tions beneath the base of cumulus clouds and increases in cloud droplet concen-
trations above their bases downwind of areas in which the burning of sugar cane
fields was taking place. The practice of burning sugar cane fields to remove leaf
and trash before harvesting is quite common in most areas where sugar cane is
grown. Warner and Twomey hypothesized that the larger numbers of CCN and
cloud droplets would slow down collision and coalescence growth of precipitation
by virtue of their smaller size and, consequently, small collection efficiencies and
small collection kernels. Slower coalescence growth should therefore lead to less
rainfall, at least from smaller clouds which do not contain large amounts of liquid
water. Warner (1968) performed an analysis of precipitation records downwind
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of sugar cane burning areas near Bunderburg, Queensland, Australia and those
in upwind “control” areas. The analysis was performed only during the 3-month
burning periods and over a 60-year record. He found substantial reductions in
rainfall amounting to a decrease of approximately 25% downwind of the burning
areas. Attempts to confirm these findings in other areas of Australia (Warner,
1971) and over the Hawaiian Islands (Woodcock and Jones, 1970) have been
unsuccessful. Nonetheless, Warner’s findings strongly suggest that enhanced con-
centrations of CCN particles can lead to reductions in rainfall, at least in some
clouds and in some regions. Other studies by Hobbs and Radke (1969) and
Kaufman and Fraser (1997) suggest that smoke from biomass burning can be
prolific sources of small CCN. Rosenfeld (1999) used satellite-based radar on
the Tropical Rainfall Measuring Mission (TRMM) satellite to estimate rainfall as
well as the Visible and Infrared Sensor (VIRS) to infer cloud droplet sizes. He
presented evidence that widespread smoke from biomass burning in Indonesia
effectively shuts off precipitation in the affected regions.

There is also evidence suggesting that changes in the size spectrum of CCN by
anthropogenic emissions may be responsible for enhancing precipitation (Hobbs
et al., 1970; Mather, 1991). Hobbs et al. found that pulp and paper mills and
certain other industries are prolific sources of CCN. Observations of some of
the clouds downwind of the source factories suggest that they actually produce
precipitation more efficiently than other clouds in the region. The analysis of
precipitation and streamflow records for a period before construction of the mills
to after the mills were in operation suggested that rainfall downwind of the
pulp and paper mills was 30% greater in the later period than before the mills
were put in operation (Hobbs et al., 1970). Subsequent studies (Hindman et al.,
1977a) indicated that large �>0�2 �m� and giant �>2 �m� CCN (GCCN) were
increased in concentration downwind of the plants, while small CCN �<0�2 �m�

were not significantly altered in concentration. It was concluded by Hobbs et al.
(1970) and Hindman (1977a,b) that the large and giant nuclei emitted by the
mills increased the efficiency of the collision and coalescence process thereby
enhancing precipitation.

Attempts to simulate the response of cumulus clouds and stratocumulus clouds
to injections of large and ultra-giant CCN having similar concentrations to those
emitted by paper mills (Hindman et al., 1977b) revealed little change in simulated
precipitation. They speculated that heat and moisture emitted by the mills, in
combination with the CCN, may have been responsible for increased rainfall. This
conclusion is consistent with the finding by Hindman et al. (1977a) that liquid
water contents in clouds downwind of the paper mills were 1.3 to 1.5 times greater
than surrounding clouds, though the results were not statistically significant.
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Modeling studies of marine stratocumulus clouds by Feingold et al. (1999)
showed that increased concentrations of giant CCN (GCCN) enhanced precip-
itation in clouds with moderately high CCN concentrations. However, if CCN
concentrations were quite low, the natural precipitation process was so efficient
that GCCN had little influence on precipitation.

Another example of a possible link between anthropogenic emissions of CCN
and precipitation is evident from ship track trails viewed on satellite imagery
(Coakley et al., 1987; Scorer, 1987; Porch et al., 1990). The ship track trails
appear as a line of enhanced brightness in satellite imagery particularly at 3�7 �m
wavelength. Figure 4.1 shows clear evidence of the much brighter ship trails.
The tracks are often as long as 300 km or more and about 9 km wide (Durkee
et al., 2000). They typically form in relatively shallow boundary layers between
300 m and 750 m deep. They do not form in boundary layers deeper than 800 m
(Durkee et al., 2000). The implications of those brighter clouds to global climate

Figure 4.1 Images constructed from 1 km by NOAA-9 AVHRR data 3�7 �m
radiance for a 500×500 km region of ocean off the coast of California. The data
were taken at 2246 UTC on 3 April 1985. The ship tracks evident at 3�7 �m
may be due to a shift toward smaller droplets for the contaminated clouds.
The shift causes an increase in reflected sunlight at 3�7 �m. From Coakley
et al. (1987).
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will be discussed in Part III. Here, we will concentrate mainly on evidence of the
relationship of ship CCN emissions on cloud structure.

The prevailing hypothesis is that the ship’s trails appear brighter on satellite
imagery because the effluent from the ships is rich in CCN particles. The more
numerous CCN particles create larger concentrations of cloud droplets which then
reflect more solar energy than the surrounding clouds. Aircraft observations in the
ship track clouds as well as surrounding clouds (Radke et al., 1989) reveal that
the ship track clouds exhibit higher droplet concentrations, smaller droplet sizes,
and higher liquid water content than surrounding clouds. In some cases, deeper
clouds in the ship tracks are also observed (Ackerman et al., 2000b). The higher
droplet concentrations and smaller droplet sizes are consistent with the hypothesis
that the higher cloud brightness is due to a higher concentration of CCN in the
ship effluent. The greater liquid water content and deeper clouds in the ship trails,
however, is at first a somewhat surprising result.

Albrecht (1989) hypothesized that the higher droplet concentration in ship track
clouds reduced the rate of formation of drizzle drops by collision and coalescence
similar to Warner and Twomey’s (1967) hypothesis for cloud microphysical
structure downwind of sugar cane fields. The reduced rate of drizzle formation
then resulted in higher liquid water contents and higher droplet concentration in
ship track clouds compared to surrounding clouds. Radke et al. (1989) found that
the concentration of drizzle drops (droplets of diameter ≥200 �m) in the ship track
was only 10% of that in surrounding clouds. This supported Albrecht’s hypothesis
that the liquid water content in the tracks was higher because the higher droplet
concentration and smaller droplet sizes limited collision and coalescence.

Ackerman et al. (1995) performed modeling studies which suggest that if the
marine boundary layer is sufficiently pristine, natural clouds readily drizzle out
to the extent that they become so optically thin that cloud top radiative cooling
is insufficient to destabilize the marine boundary. Boundary layer clouds thereby
cannot persist. Ship effluent, by enriching the boundary layer with CCN, will
inhibit the drizzle process and thereby produce boundary layer clouds sustained
by cloud top radiative cooling.

We have also seen that effluent from paper pulp mills, though high in CCN
concentrations, appear to result in enhanced precipitation downwind. It has been
hypothesized that the large and ultra-giant aerosol particles emitted by paper mills
serve as coalescence embryos and initiate precipitation-sized particles. Thus the
susceptibility of the drizzle process in marine stratocumulus clouds to anthro-
pogenic emissions of CCN may depend on the presence or absence of large and
ultra-giant aerosol particles in the subcloud layer (see Feingold et al., 1999). Over
the open sea, the dominant large and ultra-giant aerosol particles are sea salt parti-
cles. While these particles contribute only 10% or less to the total CCN population,
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they represent major contributors to the large end of the aerosol size spectrum.
Their concentration in the marine boundary layer varies with wind speed, being
in greater numbers with stronger winds. We hypothesize that the susceptibility of
the drizzle process in marine stratocumuli to anthropogenic sources of CCN such
as ships will depend on wind speed, being less susceptible at higher wind speeds
than lower.

To understand the importance of drizzle to the cloudy marine boundary layer,
consider the LES/bin-microphysics1 simulations performed by Stevens et al.
(1998). In the absence of drizzle they simulated a stable stratocumulus cloud.
When drizzle was present, however, evaporation of drizzle destabilized the
subcloud layer. As a result, the cloud structure changed to a cumulus-under-stratus
regime, which has very different optical properties than a solid stratocumulus
field. Thus, as found in the simulations in Jiang et al. (2002), higher CCN con-
centrations suppressed drizzle which resulted in weaker penetrating cumulus and
an overall reduction in the water content of the clouds. However, the destabiliz-
ing effect of drizzle only occurs when drizzle does not reach the surface. When
drizzle settles to the surface, such as in heavier drizzle rate situations or when the
drops are larger, the entire boundary layer is cooled and is stabilized (Paluch and
Lenschow, 1991; Jiang et al., 2002).

Another hypothesis is that the ship track clouds exhibit higher liquid water
content because the heat and moisture emissions from the ships invigorate the
air motions in the clouds, thereby creating deeper and wetter (hence brighter)
clouds. Porch et al. (1990) examined this hypothesis and showed that ship tracks
are characterized not only by greater brightness but also by clear bands on the
edges of the cloud tracks (see Fig. 4.2). They speculated and provided some mod-
eling evidence that the heat and moisture fluxes from the ship effluent excited a
dynamic mode of instability which, in some marine stratocumulus environments,
led to enhanced upward and downward motion associated with the cloud circula-
tions. Measurements during the Monterey Area Ship Track Experiment (MAST),
however, suggest that the heat and moisture emissions from ships is much too
small to have any impact on the clouds (Hobbs et al., 2000). An alternative
explanation for the formation of deeper and wetter clouds in the ship tracks and
perhaps clearing to the sides of the ship tracks is that when drizzle is suppressed,
cloud top radiative cooling is enhanced. The enhanced cloud top cooling desta-
bilizes the cloud layer which would result in strong ascending motions in the
clouds, transporting more moisture aloft making the clouds wetter and deeper.

1 Large eddy simulation (LES) refers to simulation that explicitly represents large eddies in the boundary layer
and/or clouds. Bin microphysics refers to explicit representation of droplets and/or ice particles in discrete
bins.
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Figure 4.2 Ship trail photography from Apollo-Soyuz on 16 July 1976 at 2220
GMT. From Porch et al. (1990). © Pergamon Press PLC.

In addition, in compensation for the enhanced upward motions, sinking motions
surrounding the regions of enhanced ascent could cause clearing outside of the
ship tracks.

Other evidence of aerosol influences on precipitation are what Rosenfeld (2000)
calls “pollution tracks” as viewed by Advanced Very High Resolution Radiome-
ter (AVHRR) satellite imagery. Figure 4.3 illustrates pollution tracks in the Middle
East, Canada, and South Australia. It is inferred that the “pollution tracks” are clouds
composed of numerous small droplets that suppress precipitation. It is interesting
to note that this effect is not limited to warm clouds. Some of the clouds exhibit-
ing “pollution tracks” are in Canada where ice precipitation processes are prevalent.
Borys et al. (2000, 2003) also provide evidence that pollution can suppress pre-
cipitation in wintertime orographic clouds. Their analysis suggests that pollution
enhances the concentration of CCN and as a consequence cloud droplets are smaller,
which reduces the efficiency of ice crystals collecting supercooled droplets or rim-
ing. Givati and Rosenfeld (2004) analyzed orographic precipitation records down-
wind of major urban centers in Israel and California and inferred that precipitation
is suppressed by 15–25% downwind of those urban areas. Perhaps most signifi-
cant in Rosenfeld’s analysis is the conspicuous absence of pollution tracks over the
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Figure 4.3 Satellite visualization of NOAA AVHRR images, showing the
microstructure of clouds for three cases over three different continents with
streaks of visibly smaller drops due to ingestion of pollution originating from
known pollution sources that are marked by white numbered asterisks. (A) A
300 ×200 km cloudy area containing yellow streaks originating from the urban
air pollution of Istanbul (∗1), Izmit (∗2), and Bursa (∗3) on 25 December 1998 at
12:43 UT. (B) A 150 × 100 km cloudy area containing yellow streaks showing
the impact of the effluents from the Hudson Bay Mining and Smelting compound
at Flin-Flon (*4) in Manitoba, Canada (54� 46′ N 102� 06′ W), on 4 June 1998
at 20:15 UT. (C) An area of about 350 × 450 km containing pollution tracks
over South Australia on 12 August 1997 at 05:25 UT originating from the Port
Augusta power plant (∗5), the Port Pirie lead smelter (*6), Adelaide port (∗7),
and the oil refineries (∗8). All images are oriented with north at the top. The
images are color composites, where the red is modulated by the visible channel;
blue is modulated by the thermal infrared; and green is modulated by the solar
reflectance component of the 3�7 �m channel, where larger (greener) reflectance
indicates smaller droplets. The composition of the channels determines the color
of the clouds, where red represents cloud with large drops and yellow represents
clouds with small drops. The blue background represents the ground surface
below the clouds. From Rosenfeld (2000). Reprinted with permission from
D. Rosenfeld, © 2000 American Association for the Advancement of Science.
See also color plate.
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United States and western Europe. The implication is that these regions are so heavily
polluted that local sources cannot be distinguished from the widespread pollution-
induced narrow droplet spectra in those regions. In Part III, we examine the evidence
that such widespread pollution can impact global radiation budgets and the hydro-
logical cycle.

In summary, the evidence is compelling that anthropogenic emissions of CCN
can result in decreases or increases of precipitation, depending on their size
distribution. Research suggests that the impacts of aerosol on precipitation can be
quite significant in some regions.

4.2 Aircraft contrails

It has become quite common to observe jet contrails covering extensive parts of
the sky in regions of heavy jet traffic. Often several independent contrails merge
to form an almost solid overcast of thin clouds, much like natural cirrus. The
primary source of contrail formation is the water vapor emitted by the jet aircraft
engine during combustion. Murcray (1970) noted that a typical medium-sized
commercial jet such as a Boeing 727 burns 3100 kg of fuel per hour while cruising
and produces over 1.2 times as much water (more than a kilogram per second) as
a result of the combustion in the presence of atmospheric oxygen. At very cold
temperatures such as exist in the upper troposphere, the saturation vapor pressures
with respect to water and ice are very small in magnitude and since there is little
difference between those saturation values and typical water vapor mixing ratios,
small additions of water vapor to the air can lead to water saturation and also
supersaturation with respect to ice. Thus the water emitted by jets is the primary
cause of contrail formation.

When the moisture-laden jet exhaust enters the very cold atmosphere, it is
rapidly cooled forming a cloud of small droplets. Evidence suggests that the liquid
phase is very short lived (on the order of 1 s) and the droplets freeze to form a
cloud composed of nearly spherical ice crystals a few micrometers in diameter
(Murcray, 1970). As a consequence of their small size, and hence their small
settling velocities, and because the atmosphere may be slightly supersaturated or
only weakly subsaturated with respect to ice, these crystals can survive for periods
of several hours or more.

We now examine what impact such clouds of ice crystals in the upper tropo-
sphere can have on regional weather and climate. The most obvious impact is that
they can alter the radiation budget that affects surface temperatures. That is, the
contrails reflect incoming solar radiation back to space and absorb and reradiate
upwelling terrestrial or longwave radiation back toward the ground (for a more
detailed discussion of atmospheric radiation the reader is referred to Part III.)
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Figure 4.4 illustrates that a portion of the incoming solar energy (Rsd) incident
on the Earth’s surface is reflected back to the atmosphere (Rsu), a part is con-
ducted into the ground (G0), some is transferred into the atmosphere by sensible
heat convection (S0) and by latent heat transfer (L0), and a portion is emitted by
terrestrial radiation (Rlu). Part of the upwelling terrestrial radiation is transmitted
through the atmospheric window (see Part III) while the remainder of the ter-
restrial radiation is absorbed in the atmosphere by water vapor, carbon dioxide
and other trace gases, and by clouds. A percentage of this terrestrial radiation
absorbed in the atmosphere is reradiated back towards the ground (Rld) and is
absorbed at the Earth’s surface. The surface temperature at any time is controlled
by a balance between these contributions to the energy transfer. If incoming solar
radiation is reduced (and all other contributions remain the same), then surface
temperatures will be cooler. If Rld is increased and all other contributions remain
the same, surface temperatures will rise.

Kuhn (1970) observed the radiation budget of contrails from an aircraft. He
found a 500-m thick contrail depleted incoming solar radiation (Rsd) by 15% and
increased downward terrestrial radiation (Rld) by 21%. The enhanced terrestrial
radiation, however, could not make up for the loss of solar radiation, so that surface
temperatures are reduced by the presence of contrails during the daytime. At night-
time, when there is no incident solar radiation, the enhanced downward flux of
terrestrial radiation leads to a net warming. Thus the presence of contrails reduces
afternoon maximum temperatures, and raises nighttime minimums, causing a
moderation of local climate. Kuhn (1970) calculated that if the contrails were
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Figure 4.4 Energy budget at Earth’s surface, where Rsd is incoming solar

radiation, Rsu is reflected solar radiation
(

albedo = Rsu
Rsd

)
�G0 is heat diffusion

into the ground, L0 is latent heat transfer to the atmosphere, S0 is sensible
heat transfer to the atmosphere, Rlu is upwelling terrestrial radiation, and Rld is
downward terrestrial radiation.
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persistent over a 24-hour period then the net effect would be a 5–6 �C cooling of
surface temperatures. This result, however, depends on the latitude and length of
day, and the optical thickness of the cloud. Warming is the net effect for shorter
days and higher latitudes and optically thin contrails. But contrails typically last
only 2–6 hours and moreover, most of the jet aircraft traffic is during the day.
So the major impact of contrail cirrus would be a cooling response. Moreover,
as discussed by Sassen (1997) the sign of the climatic impact of contrails is
a function of the particle size, with clouds containing relatively small particles
increasing reflectance and those with larger particles trapping terrestrial radiation.
As noted by Khvorostyanov and Sassen (1998) contrails differ in structure from
natural cirrus clouds since they are composed mainly of very small ice crystals,
especially early in their lifetimes. Thus modeling studies of their potential impacts
treating them as being similar to ordinary cirrus and concluding that they lead to
surface warming (Liou et al., 1991; Schumann, 1994) may be in error.

Changnon (1981a) performed a climatological analysis of cloudiness, sunshine,
and surface temperatures over the midwestern United States during the period
1901–1977. He found that in the period since 1960, there was more cloud cover
and a decrease in sunshine, and that surface temperature extremes were moderated
(less extreme minimum and maximum monthly averages), especially in the area
of the midwest where jet traffic is greatest. In a study of sky cover over the
United States, Seaver and Lee (1987) found a decrease in cloudless days over
large regions of the United States since 1936. The results are consistent with
the hypothesis that increased contrail formation led to the changes, but natural
fluctuations in climate trends cannot be ruled out.

It has also been proposed that contrails can seed lower-level clouds with ice
crystals and thereby enhance surface precipitation (Murcray, 1970). Natural cirrus
ice crystals are known to survive long fall distances and potentially seed lower-
level clouds (Braham and Spyers-Duran, 1967). Whether or not contrail crystals,
which are smaller than natural cirrus crystals, can survive falling through great
depths of the troposphere is not known. If, indeed, high concentrations of contrail
crystals can survive descent into low-level, water-rich clouds such as orographic
clouds and frontal clouds, they could seed those clouds with ice crystals and
enhance surface precipitation in a “seeder–feeder” type process (e.g., Bergeron,
1965; Browning et al., 1975; Hobbs et al., 1980; see Cotton, 1990 for a review
of the “seeder–feeder” process). This hypothesis has not been supported by any
further studies, however.

In summary, contrails have the potential of altering regional and possibly even
global climate if they become extensive enough. Their biggest potential impact
is on moderating surface temperature extremes (i.e., maximum and minimum
temperatures). It is also possible that they could impact daily average surface
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temperatures, but whether they will cause a net increase or decrease in surface
temperatures depends on their thickness, persistence, latitude, time of the year,
and aircraft operations.

4.3 Ice nuclei and precipitation

In Part I we examined cloud seeding strategies in which artificial ice nuclei
(IN) were purposely inserted in clouds to enhance precipitation. We have seen
that it is no simple matter to relate enhanced concentrations of ice nuclei to
increase in surface precipitation. Although cloud seeding clearly increases ice
crystal concentrations, the impact of those higher ice crystal concentrations on
surface precipitation has only been identified in a limited number of cloud types
and locations. The same can be said for inadvertent emissions of IN.

Schaefer (1966) showed that automobile exhaust emissions from lead-burning
gasoline were prolific sources of IN, especially when those exhaust products
react with iodine vapor. Many industries, especially those associated with steel
production and refining of metal ores, are well-known sources of IN. Schaefer
(1969) described measurements of IN downwind of several eastern United States
cities in which IN concentrations were substantially enhanced above those found in
pollution-free regions. In some cases, Schaefer measured concentrations in excess
of 1000 per liter, which would likely create a stable cloud of very small ice crystals
leading to reduced precipitation; a phenomenon called overseeding. Schaefer
also described examples of plumes of ice crystal clouds extending downwind
from major industrial effluents while no such ice crystal clouds could be seen
in the surrounding countryside. One author (Cotton) has also observed such
localized plumes of ice crystal clouds downwind of Buffalo, New York state
during research flights in that region in the 1960s. Whether those enhanced
ice crystal concentrations have any significant impact on surface precipitation,
however, is unknown. Schaefer (1969) also suggested that dust from plowed
fields can serve as ice nuclei, again causing enhanced ice crystal emissions by
anthropogenic means. We will discuss the regional impacts of dust in Section 4.5
and the potential role of dust on climate more fully in Part III. There we will show
that both Saharan and Asian dust are not only sources of IN but also sources of
CCN, and GCCN or ultra-giant particles.

Bigg (1990a) has suggested that there has been a systematic decrease in IN
concentrations at several sites in the Southern Hemisphere as well as Hawaii over
the last 25 years. It is not known at this time if such observations are a direct result
of the increased use of lead-free gasolines or contamination of natural ice nuclei
by pollutants, or just a measurement anomaly. Nonetheless, we agree with Bigg
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(1990b) that persistent, baseline measurements of IN along with CCN should be
routinely made at a number of locations throughout the world.

4.4 Other pollution effects

Besides being sources of CCN and IN, air pollution can be high in concentrations
of total aerosol particles. These particles are sufficiently numerous in urban areas
that they can deplete direct solar radiation in cities by about 15%, sometimes
more in winter and less in summer (Landsberg, 1970). Welch and Zdunkowski
(1976) used a model to show that solar radiative heating of a polluted boundary
layer can cause warming of 4 �C h −1 in the pollution layer with a zenith angle
of 45�. Hänel et al. (1972) reported observed heating rates from absorption of
solar radiation by aerosols as large as about 0�5 �C h−1 during the middle of the
day under clear sky conditions over Frankfurt, Germany. Welch et al. (1978)
applied a two-dimensional model to a polluted urban area for stagnant synoptic
conditions and found temperatures at the ground to be reduced by 2 �C because of
low-level pollution sources and up to 7 �C when the pollution was situated higher
above the surface. During the Yellowstone National Park fires of 1988, as the
plume spread over Golden, Colorado, the daily total global horizontal irradiance
was 91% of the solar flux measured on a clear day (Hulstrom and Stoffel, 1990).
While this reduction in solar radiation would lead to cooling of the ground, it
is usually dominated by the urban heat island effect which we will discuss in
Chapter 5.

In many parts of the world, widespread haze spreads from highly populated
continental areas over the open oceans. A major field program called the Indian
Ocean Experiment (INDOEX) described by Ramanathan et al. (2001) was carried
out to study the haze layers that spread over the North Indian Ocean and South
and Southeast Asia. The haze layer, which extends to a height of 3 km, is mainly
of anthropogenic origin and is composed of inorganic and carbonaceous particles,
including carbon black clusters, fly ash, and mineral dust. Many of these aerosol
particles are highly absorbing and thereby contribute to substantial warming of
the dust layer and cooling of the underlying surface. Modeling studies (Kiehl
et al., 1999; Ackerman et al., 2000a) suggest that the heating in the haze layer
can be large enough to totally desiccate boundary layer clouds including trade
wind cumuli.

Many industries are also major sources of moisture. Power plant steam plumes
and cooling ponds (Murray and Koenig, 1979; Orville et al., 1980, 1981) release
sufficient amounts of moisture into the atmosphere to cause cloud and fog for-
mation. Especially in the cold winter months when saturation mixing ratios are
small in magnitude, these moisture sources can lead to the persistence of cloud
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or fog. Highway departments often place fog caution signs along roads near
power plants to warn motorists of the increased likelihood of fog in the area.
Occasionally, these persistent plumes have been observed to produce snowfall
and streaks of snow-covered ground downwind of the moisture sources when
air temperatures are less than 0 �C (Kramer et al., 1976). These supercooled
cloud plume ice crystals are probably nucleated on natural IN, although some
coal-burning power plant steam plumes could be strong sources of IN as well as
moisture.

Moisture emissions due to anthropogenic activity in winter months at high
latitudes can also lead to persistent ice fog. Cities such as Fairbanks, Alaska
(Ohtake and Huffman, 1969) and many industrialized cities in Siberia are prolific
sources of ice fog, which affects aircraft operations and automobile travel. The
physics of the formation of ice fog is similar to contrail formation. At very
cold temperatures, small additions of moisture to the air by burning fossil fuels,
automobile exhaust emissions, and even human respiration can lead to persistent
clouds of small ice crystals.

4.5 Dust

We discuss dust, and specifically desert dust, as an aerosol produced by anthro-
pogenic activities. Dust from deserts and semi-arid regions is a natural phe-
nomenon. But this can be misleading because many human activities such as
overcultivation of poor soils, poor irrigation practices, exposing soil surfaces to
wind erosion, overgrazing, deforestation, and urban activities associated with road
and building construction and road maintenance, and off-paved road use can
lead to dust formation. Tegen and Fung (1995) estimate that human activities
contribute 30–50% of the total atmospheric dust loading.

Dust can affect regional and global climate directly by absorbing and reflecting
solar and terrestrial radiation, and indirectly by serving as CCN, GCCN, and IN.

4.5.1 Direct radiative forcing

Dust absorbs and scatters solar radiation and in addition absorbs terrestrial radi-
ation. Over a diurnal cycle, the net effect of dust is to heat the layer of air in
which it embeds (Quijano et al., 2000). At the same time less solar energy reaches
the surface so that dust cools the surface. The heating of the dust layer produces
a temperature inversion which means the layer is stabilized. Thus the Saharan
dust layer, for example, increases the strength of the trade wind inversion, and
generates a dry well-mixed layer which can extend to the middle troposphere
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(Prospero and Carlson, 1972). Karyampudi and Carlson (1988) showed that radia-
tive heating by Saharan dust can strengthen the mid-level easterly jet, and reduce
convection within the equatorial zone. Dunion and Velden (2004) provided con-
vincing evidence that direct solar heating by Saharan dust including stabilization
of the trade wind boundary layer, generating a dry middle troposphere, and devel-
oping a stronger easterly jet, can have a substantial impact on Atlantic hurricane
activity. They found that Saharan dust suppresses the intensity of hurricanes that
it engulfs whereas hurricanes that emerge from its influence can rapidly intensify
into strong hurricanes.

4.5.2 Indirect effects of dust

Dust can also serve as CCN, GCCN, and IN, and as such can have conflicting
consequences on cloud radiative properties and rainfall. Rosenfeld et al. (2001),
for example, present evidence that dust suppresses rainfall by virtue of serving
as CCN and producing numerous small droplets. On the other hand, Levin et al.
(1996) show through modeling studies that dust can become coated with sulfates
and thereby act not only as CCN but GCCN as well. They suggest that the
increased concentrations of GCCN will enhance precipitation. This is supported
by the satellite observations of Rosenfeld et al. (2001) that show clouds in polluted
air are non-precipitating over land but rapidly transform into precipitating clouds
once the airmass advects over the sea and sea salt particles (GCCN) become
entrained into the clouds.

It has been known for some time from laboratory studies that dust can serve
as efficient IN (Schaefer, 1949, 1954; Isono et al., 1959; Roberts and Hallett,
1968; Zuberi et al., 2002; Hung et al., 2003). IN measurements by Gagin (1965)
and Levi and Rosenfeld (1996) show further that desert dust is an effective IN.
Rosenfeld and Nirel (1996) suggested that desert dust serving as GCCN and IN can
enhance precipitation and thereby influence the interpretation of the effectiveness
of cloud seeding experiments. During the CRYSTAL-FACE (Cirrus Regional
Study of Tropical Anvils and Cirrus Layers – Florida Area Cirrus Experiment)
field program conducted by the National Aeronautics and Space Administration
(NASA) (Jensen et al., 2004) over the Florida peninsula, Sassen et al. (2003)
showed, using aircraft and lidar data, that a mildly supercooled altocumulus cloud
over southern Florida was glaciated in the presence of Saharan dust, which formed
effective IN. During the same field program, DeMott et al. (2003) found extremely
high concentrations of IN (in excess of 1 cm−3 for particles less than 1 �m in
size) within dust layers over Florida, confirming the efficiency of dust aerosols in
the nucleation of ice. It is clear that dust can substantially alter the microstructure
of clouds in a variety of ways.
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But in simulations of entrainment of Saharan dust into Florida thunderstorms,
van den Heever and Cotton (2004) found that dust impacts not only the cloud
microphysical characteristics but also the dynamical characteristics of convective
storms as well. The variations in cloud microstructure and storm dynamics by
dust, in turn, alter the accumulated surface precipitation and the radiative proper-
ties of anvils. These results suggest that the whole dynamic structure of the storms
is influenced by varying dust concentrations. In particular, the updrafts are consis-
tently stronger and more numerous when Saharan dust is present compared with
a clean airmass. This suggests that the clouds respond to dust in a similar way to
the dynamic seeding concepts discussed in Chapter 2. That is, the dust results in
enhanced glaciation of convective clouds which leads to dynamical invigoration
of the clouds, larger amounts of processed water, and thereby enhanced rainfall at
the ground (Simpson et al., 1967; Rosenfeld and Woodley, 1989, 1993). However,
van den Heever et al.’s simulations resulted in reduced rainfall on the ground at
the end of the day. During the first few hours dust enhanced precipitation but by
the end of the day, the clean aerosol simulations produced the largest surface rain
volume.

Overall, the evidence is compelling that anthropogenic emissions of aerosols
and gases are having an impact on the stability of cloud layers, cloud cover-
age, cloud microstructure, cloud dynamics, precipitation processes, and cloud/fog
occurrence.
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Urban-induced changes in precipitation and weather

5.1 Introduction

In Chapter 4, we examined the possible effects of particulate and gaseous emis-
sions on precipitation and weather on the regional scale in a general sense rather
than specific urban-induced changes. In this chapter, we examine the evidence
suggesting that pollutants as well as other urban effects are causing changes in
the weather and climate in and immediately surrounding urban areas.

There is considerable evidence which suggests that major urban areas are caus-
ing changes in surface rainfall, increased occurrences of severe weather, especially
hailfalls, and alterations to surface temperatures (Ashworth, 1929; Kratzer, 1956;
Landsberg, 1956, 1970; Changnon, 1968, 1981a; Changnon and Huff, 1977, 1986;
Hjelmfelt, 1980; Oke, 1987). Some of the hypothesized causes of those changes
include:

• urban increases in CCN concentrations and spectra, and IN concentrations;
• changes in surface roughness and low-level convergence;
• changes in the atmospheric boundary layer and low-level convergence caused by urban

heating and land-use changes; and
• addition of moisture from industrial sources.

A major cooperative experiment was carried out in the St. Louis, Missouri
area in the 1970s to identify urban-induced changes in weather and climate
and to identify the primary causes of those changes. A comprehensive review
and summary of the experiment and its results are described in the monograph
METROMEX: A Review and Summary (Changnon, 1981b). In this section we
draw heavily on those findings to discuss the potential mechanisms causing urban-
induced changes in weather and climate.

First of all METROMEX and related studies showed that St. Louis exhibits a
major summertime precipitation anomaly relative to the surrounding rural area.
The area-average urban-related increase is about 25%. Much of the enhanced
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rainfall occurs during the afternoon (1500 to 2100 local daylight time (LDT)),
over the city and the close-in area east and northeast. The clouds producing those
changes are deep convective clouds and thunderstorms. In fact the frequency of
thunderstorms is enhanced in that region by 45% and hailstorms increased by
31%. Not only is the hailstorm frequency higher, but hailstones are larger and
of greater number. The rainfall observations also indicated a maximum around
midnight extending from approximately 2100 to 0330 LDT located northeast of
the city. Changnon and Huff (1986) estimated that the area experienced a 58%
increase in nocturnal rainfall relative to the surrounding countryside. The storms
responsible for the nocturnal maxima were well-organized storms such as squall
line thunderstorms that swept across the urban area and moved across the affected
region.

How does an urban area cause those changes? Let us examine each of
the hypothesized mechanisms and see how well each fits the METROMEX
observations.

5.2 Urban increases in CCN and IN concentrations and spectra

Not surprisingly, anthropogenic activity in the St. Louis urban area caused major
increases in CCN concentrations; as much as 94%. Droplet size distributions
as a result were found to be narrower with larger concentrations of droplets
in the clouds downwind of the city compared to upwind. Large numbers of
large, wettable particles, having radii greater than 10 �m with many as large
as 30 �m were found over the city. These “ultra-giant” particles can serve as
embryos for initiation of collision and coalescence. This is consistent with the
finding that clouds over the city did have a greater number of larger droplets.
The METROMEX scientists cautioned, however, that they had less confidence
in those observations compared to the observed higher concentrations of small
cloud droplets.

Similar to the study of paper pulp mills, the METROMEX modeling studies
revealed that the time required to initiate precipitation in upwind and downwind
clouds was only different by a few minutes. It was therefore concluded that the
anthropogenic CCN do not play a major role in the creation of the urban rainfall
anomaly.

It was also found that the concentrations of IN were not greatly altered over and
downwind of the urban area. If anything, it was found in the winter months that
the IN concentrations were actually less over the urban region. This suggested
that the coagulation of the few IN with the more numerous anthropogenic aerosol
actually deactivated or “poisoned” the IN.
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In summary it does not appear that the anthropogenic emissions of aerosols can
by themselves cause the observed increases in rainfall. It is possible that changes
in the cloud and raindrop spectra can have an impact on the rate of glaciation
of a cloud and thereby the subsequent cloud behavior. We will examine this
hypothesis next as the glaciation mechanism.

5.3 The glaciation mechanism

As noted in Part I, it is generally accepted that cumuli containing supercooled
raindrops glaciate more readily than more continental, cold-based cumuli that do
not contain supercooled raindrops. There are several reasons for this. First of all,
larger drops freeze more readily than smaller drops by immersion freezing. More
importantly, as noted in Part I, the coexistence of large, supercooled drops and
small ice crystals, nucleated by some mechanism of primary nucleation, favors
the rapid conversion of a cloud from a liquid cloud to an ice cloud (i.e., glaciation)
(Cotton, 1972a,b; Koenig and Murray, 1976; Scott and Hobbs, 1977). Thus the
ultra-giant particles observed over St. Louis could produce more supercooled
raindrops which would accelerate the glaciation process. This process does not
require any change in IN concentrations.

A second factor potentially affecting the rapid glaciation of urban clouds is that
the altered drop-size spectra could initiate secondary production of ice crystals.
Laboratory studies have indicated that copious quantities of ice splinters are
produced when an ice particle collects supercooled cloud droplets when cloud
temperatures are within the range of −3 to −8 �C, and when the cloud is composed
of a mixture of large drops (greater than 12�5 �m radius) and small droplets (less
than 7 �m). All these criteria were met in the clouds observed over St. Louis
during METROMEX.

As noted by Keller and Sax (1981), however, in broad, sustained fast-rising
updrafts, even when all the criteria for secondary ice production are met, the
secondary ice particles and graupel particles will be swept upwards out of the
limited temperature range favorable for secondary ice crystal production. Until the
updrafts weaken and graupel particles settle into the secondary production zone,
the positive feedback mechanism of secondary production is broken. Therefore
the opportunities for rapid and complete glaciation of a cloud are greatest if the
cloud has a relatively weak, steady updraft or the updraft is a pulsating convective
tower. We will show that the clouds over the St. Louis urban area had less buoyant
energy or CAPE (as evidenced by lower values of 	e)1 than rural clouds. Thus the

1 	e, called equivalent potential temperature, is a conservative variable for wet adiabatic processes. See Cotton
and Anthes (1989) and Pielke (1984) for a mathematical definition of 	e.
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clouds over the urban area would be expected to have weaker updraft strengths
as they enter freezing levels than rural clouds, further enhancing the potential for
rapid and complete glaciation.

The hypothesis then builds on the dynamic seeding hypothesis described in
Part I. That is, the rapidly glaciated, urban clouds would explosively deepen after
they penetrate into subfreezing temperatures, process more moisture through their
greater depths, live longer, and rain more. Evidence supporting the glaciation
hypothesis is as follows. First of all, it was observed during METROMEX that
cumuli over the adjacent rural areas exhibited a distribution in cloud top heights
that was bimodal, with many clouds terminating at a height of about 6 km and
many others rising to 12 km, but with few clouds penetrating just to heights
of around 9 km. In contrast, urban cloud top heights had a more continuous
distribution with cloud top heights at all levels between 5 and 13 km. One
interpretation of these measurements is that enhanced glaciation of the urban
clouds allowed more clouds to penetrate upward through an arresting level, such
as an inversion in temperature or a dry layer, and thereby rise to greater heights.

The fact that there is a downwind maximum in thunderstorm activity and hail is
consistent with more vigorous glaciation of the clouds as well. Finally the finding
that merger of clouds was more frequent over the urban area is consistent with
the dynamic seeding hypothesis (Simpson, 1980).

Unfortunately enhanced glaciation of urban clouds was never directly observed
during METROMEX. This is because the airborne sensors used were not capable
of discriminating between glaciated and unglaciated clouds. Thus this mechanism
remains an unproven hypothesis.

5.4 Impact of urban land use on precipitation and weather

Except for the Ohio River valley in the immediate area of the city, St. Louis is
located in a vast farmland on a relatively flat plain. The presence of a major urban
area changes the surface properties markedly. Firstly, the presence of buildings,
particularly tall downtown structures, alters surface roughness from the relatively
smooth cropland and occasional forest to a very rough surface. This rough surface
creates surface drag which slows the winds near the ground. As shown in Fig. 5.1,
air approaching the city would slow down and tend to divert around the city
something like flow around an isolated rock in a stream. On the downwind side
of the city, air streaming around the city would tend to converge, causing upward
motion in that region. There are documented cases where changes in surface
roughness have led to a slowing down of cold fronts upwind of New York City, and
acceleration of the front downwind (Loose and Bornstein, 1977). Bornstein and
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Figure 5.1 Schematic illustration of low-level airflow over and around a major
urban area due to changes in surface roughness.

Leroy (1990) found that moving thunderstorms split upon experiencing a barrier-
induced divergence around the New York City complex, resulting in enhanced
precipitation along the lateral edges of the city and downwind of the city. Analysis
of winds and precipitation over Atlanta, Georgia by Bornstein and Lin (2000)
suggests that a similar barrier-induced effect is present there as well.

Even more important are the changes in the heat and water budget at the
surface caused by the presence of a city. In the countryside, the Earth’s surface
consists of fallow and plowed fields, grasslands, and small forested areas. The
soils are, relative to much of the urban area, rather moist and contain vegetation
which can transfer significant amounts of moisture to the atmosphere. By contrast,
the surface in the city is a rather impermeable layer, consisting of a mixture of
concrete, asphalt, and buildings with a relatively small area of undisturbed soils
and vegetation. A greater fraction of rainfall therefore runs off in urban areas than
in the countryside.

These changes in surface properties alter the surface energy budget in two
ways. First of all, in an urban area such as found in the central United States,
a greater fraction of the incoming solar radiation is reflected over the cities as
the concrete and buildings are more reflective than plowed fields and cropland.
This greater reflectance, or what we call albedo, has a cooling effect over the



Impact of urban land use on weather 95

urban areas. Secondly, the more moist land surfaces over the countryside cause
a greater fraction of the solar energy absorbed at the surface to be converted
into latent heat release rather than sensible heat transfer. In other words, much of
the absorbed energy goes into evaporating water from the soil and transpiration
from the vegetative canopy. This causes a cooling effect in rural areas relative to
the drier, less vegetated urban areas. Because the impact of creating a drier, less
vegetation-covered soil in the urban area is much greater than the cooling effect
of increased albedo over urban areas, the urban areas in a humid climate such as
St. Louis warm more quickly than the surrounding countryside. In addition, the
heat stored in concrete and asphalt leads to the urban area remaining warmer later
into the evening than the surrounding countryside. Other factors such as heat and
moisture emissions by industry, automobiles, and buildings contribute to heating
of the urban area relative to the countryside. All heating leads to what is called
an urban heat island.

During METROMEX, St. Louis was shown to have a well-defined heat island
centered over the downwind commercial district, northeast of the core of the urban
area. Its maximum size and intensity occurred between midnight and 0600 LDT.
It was also found that the air immediately above the urban area was usually drier
than over nearby rural areas. Let us consider the hypothetical diurnal variation of
the boundary layer of the urban area.

At sunrise, air temperatures begin to rise over both the rural and urban areas.
Owing to a shallower nocturnal inversion over the country than the city, air
temperatures rise more quickly over the countryside at first. As the ground is
heated in both the urban and rural areas, however, a mixed layer forms which
deepens more rapidly over the city than the rural areas. This is because the low-
level nocturnal inversion strength is weaker over the city. By midday, heating
proceeds more rapidly over the city because more of the absorbed energy goes into
sensible heat rather than latent heat. The boundary layer thus becomes increasingly
deeper and drier over the city. On typical afternoons, the urban boundary layer
was found to be 100 to 400 m deeper over St. Louis than the rural areas.

Figure 5.2a illustrates a late afternoon vertical cross-section over the city show-
ing a deeper urban boundary layer, that is warmer and drier than the countryside.
Associated with this warmer and drier pool of air over the city is rising motion
which produces a sea-breeze-like circulation between the city and the countryside.
As seen in Fig. 5.2b this rising motion over the city draws low-level air into
the city causing low-level convergence. Such low-level convergence has been
found to be favorable for producing deep, precipitating cumulus clouds and also
increases the likelihood that those clouds will merge in this low-level conver-
gence zone to produce bigger, heavier raining clouds (Pielke, 1974; Ulanski and
Garstang, 1978a,b; Chen and Orville, 1980; Simpson et al., 1980; Tripoli and
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Figure 5.2 (a) Schematic vertical cross-section over a major urban area during
the late afternoon in a humid climate region illustrating the effects of the urban
heat island. (b) Similar to (a) except a horizontal map of the altered low-level
winds by the heat island in the absence of large-scale prevailing flow.

Cotton, 1980). The maximum convergence would occur somewhat downwind of
the urban area as the heated boundary layer is advected in that direction (Mahrer
and Pielke, 1976; Hjelmfelt, 1980).

During the evening hours, heat conduction from the ground in the urban area
limits the rate of cooling compared to the countryside. The surface remains warmer
and the low-level air is less stable than in the rural areas. Thus the heat island
remains stronger over the city throughout the night.

In the next subsections, the observed behavior of clouds and precipitation over
and downwind of St. Louis are discussed to see if they are consistent with changes
in the urban boundary layer.
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5.4.1 Observed cloud morphology and frequency

Clouds over the St. Louis urban area were found to have bases 600 to 700 m
higher than rural clouds. This is consistent with the observation that the air over
the city is warmer and drier. The exception was clouds downwind of refineries,
where it is believed that moisture injections by the refineries caused lower cloud
bases. Air motion into the bases of the clouds were stronger which is consistent
with the expected more vigorous thermals due to the heat island.

Cloudiness (defined as the percent coverage of clouds over an area) was found
to be greater over the urban area in the later afternoon (1600 LDT) consistent
with the observed convergence and upward motion due to the heat island.

5.4.2 Clouds and precipitation deduced from radar studies

The first detectable radar echoes is a measure of the initiation of precipitation.
Echoes were found to be more frequent over the urban area during the late
morning, about 1400 LDT, and after 1930 LDT. This suggests that the heat-
island-induced convergence field played a major role in creating precipitating
cumuli. Moreover, individual cumulus cells over the urban area were found to
grow deeper and have slightly longer durations than over the rural areas. Again,
this is consistent with stronger convergence over the urban heat island favoring
deeper, longer-lasting precipitating cumuli.

Clouds over the urban area were also found to merge more frequently with cells
over the city, grew taller, and lasted longer than did merged cells over rural areas.
As noted previously, this is consistent with observations and modeling studies
which suggest that cloud merger is enhanced by low-level convergence, such as
that caused by the urban heat island effect. Because it is generally found that taller
and longer-lasting cells create more rain and a greater likelihood for hail, these
findings are consistent with the hypothesis that the urban heat island enhances
convective rain systems over and downwind of the city.

Analysis of cells that contributed to the nocturnal rainfall maxima downwind of
St. Louis (Changnon and Huff, 1986) suggested that this urban-related anomaly
was associated with the enlargement of rain areas from well-organized storms
that existed upwind of St. Louis and then moved over and downwind of the city,
as well as the development of new cells over the urban area. Changnon and Huff
(1986) and Braham (1981) speculated that this behavior of the storms may have
been due to the injection of drier air into the storms as they passed over the urban
area, causing them to weaken prematurely and release stored water downwind
of the city. This interpretation, however, is inconsistent with the observation that
organized, nocturnal storms normally draw on air that has its origin over a large
area 50 or more kilometers away from the storm. This warm, moist air typically
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glides over the nocturnal low-level inversion so that the nocturnal storms do
not readily ingest much surface air. Even if the weaker nocturnal inversion over
the city allows the storms to tap the drier urban surface air, it seems that the
volume of urban air ingested would be a small fraction of the total volume of air
ingested into the storm. It is our opinion that enhanced mesoscale ascent associated
with the urban heat island could have intensified the nocturnal storms. The fact
that nocturnal storms are typically less severe than afternoon convection means
that they could strengthen without exhibiting any increase in severe weather.
Further studies are needed (probably with multiple Doppler radar) to determine
if the storms contributing to the nocturnal urban rainfall anomaly were actually
weakening or strengthening, on average.

In summary, there is considerable evidence indicating that the St. Louis urban
area enhances rainfall and possibly the occurrence of severe weather. The actual
physical processes responsible for those effects, however, have not been fully iden-
tified. Both the glaciation mechanism and urban heat-island-induced mesoscale
changes are leading contenders. Further observational and modeling studies are
required to identify the actual causal mechanisms.

One may ask: is it really necessary to identify the actual mechanisms responsible
for an urban precipitation anomaly? Can’t we be satisfied that the rainfall analysis
shows a strong rainfall anomaly downwind of the urban area? The answer is
clearly no! For one thing we cannot be sure that the statistical analysis of the
rainfall records did not produce an urban “signal” purely by chance. Another
reason for establishing a cause and effect is that St. Louis, like many major urban
areas, is situated in a river valley. Could local physiographic features such as the
higher terrain of the valley sidewalls and moisture sources from the low, relatively
wet river bottomland or channeling of the moist, low-level jet through the river
valley be the primary causal factors in creating a rainfall anomaly? Attempts
to isolate contributions to the rainfall anomaly were made during METROMEX
using mesoscale models (Vukovich et al., 1976; Hjelmfelt, 1980). These models
revealed that there may be important interactions between the local topography
and the downwind thermal plume of the heat island. It was concluded by the
METROMEX team that these effects were small, at least in the afternoon hours.
They could not dismiss the possibility that natural physiographic effects could
have contributed to the nighttime maximums, however. It should be noted that
models used at that time could not simultaneously simulate both the mesoscale
responses to the physiography and urban heat island, and the response of deep
precipitating convection to those forcings.

Recently, Rozoff et al. (2003) performed three-dimensional simulations of an
actual case study day over St. Louis, in which both the urban heat island and
deep convection were explicitly represented. They simulated the urban heat and
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moisture sources including a generalized urban canyon scheme for dense urban
land use. They found that the urban heat island plays a central part in initiating
storms that are enhanced by the urban surface. This is consistent with the two-
dimensional modeling results of Thielen et al. (2000) which indicated that sensible
heat flux variations, due to the urban surface, provide the largest impact upon con-
vection. Observational case studies of Bornstein and Lin (2000) are also consistent
with the results in this study, but their pre-convective surface convergence values
were much smaller (with maximum convergence on the order of 1 × 10−4 s−1).
The position of the urban heat-island-induced boundary layer updraft cell and
resulting thunderstorm qualitatively agrees with Baik and Kim (2001), in that the
basic state wind places convection downwind of the heating source.

Rozoff et al. (2003) found that storms are not initiated over St. Louis when
the urban heat island is turned off and only momentum flux representative of the
city is considered. That is not to say that modifications in momentum flux by the
city are not important. They found that feedbacks between the momentum flux
and sensible/latent heat fluxes cause substantial modification in urban circulations.
Enhanced momentum flux, created by the urban area, slowed environmental wind
and wind driven by the heat island circulation, decreasing the strength of the heat
island. As a result, downwind convergence was dampened. This phenomenon led
to later downwind convective development. Thus the influence of urban-induced
changes in surface momentum fluxes and that due to heat/moisture changes over
the city on mesoscale circulations and precipitation are essentially inseparable.
Likewise, Rozoff et al. (2003) performed simulations in which local topographic
effects were removed from the model. They found that the Ozark foothills had
some impact on precipitation but the bluffs along the Mississippi River and bot-
tomlands north of the city had little effect. Overall, the urban heat-island-induced
convergence downwind of the city dominated over the topographic influences.

A third reason for isolating the causes of the urban precipitation anomaly is that
it may become necessary to reduce the rain anomaly and enhanced severe weather
occurrences. Without a clear identification of the causal factors, one cannot decide
if reductions in emission of gases and aerosols contributing to CCN, or alterations
in land-use patterning, is required to reduce the anomaly. At this time it has not
been determined how strong the influence of gases and aerosol emissions are on
precipitation relative to land-use changes.

The results of METROMEX apply to urban environments in midlatitude humid
areas in which the natural vegetation is a deciduous forest which has been replaced
by agriculture. Avissar and Pielke (1989) modeled such an environment where the
urban area was assumed to contain 20% built-up areas, 10% bodies of water, 40%
agricultural crops, and 30% forests. Shown in Fig. 5.3a, for 1400 local standard
time (LST), a substantial modification of the boundary layer over the urban
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Figure 5.3 Vertical cross-section of the simulated region at 1400 LST for: (i)
the horizontal wind component parallel to the domain (u) in m s−1, positive from
left to right; (ii) the vertical wind component (w) in cm s−1, positive upward;
(iii) the potential temperature (	) in K; and (iv) the specific humidity (q) in
g kg−1, resulting from the contrast of a 60 km wide, heterogeneous land surface
region (indicated by the dark underbar) which consists of 20% built-up areas and
wastelands, 10% bodies of water, 40% agricultural crops, and 30% forests. The
adjacent region is (a) bare and dry, and (b) completely covered by unstressed
vegetation. From Avissar and Pielke (1989).
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area and the development of low-level convergence into the city were simulated,
which is consistent with the interpretation of the METROMEX data. In contrast,
when this same heavily irrigated urban area is inserted into an arid or semi-arid
environment (such as Denver, Colorado), the impact on the local environment is
even more pronounced as shown in Fig. 5.3b with the urban area acting as an
oasis during the day, rather than a daytime urban heat island. Large differences
in boundary layer structure between the urban area and the surrounding desert
terrain result in a well-defined local wind circulation.

In desert environments, the urban island effect has also been documented. For
example, the nighttime summer temperature at Sky Harbor Airport in Phoenix,
Arizona increased an average of 1�1 �C every decade from 1948 to 1984 (Balling
and Brazel, 1987) apparently as a result of the reduction in the urban area that
contains irrigated vegetation and an increase in coverage by buildings, concrete,
and asphalt. The demand for air conditioning resulted in an increase of peak elec-
tricity demands of 1% to 2% per degree Celsius (Akbari et al., 1989). McPherson
and Woodard (1990) suggest that the ratio of water and energy costs determine
the optimal landscape type which should be used in this environment to mini-
mize their costs. The types of landscaping include zeroscape, which is primarily
rock-covered ground, xeriscape, which utilizes drought-tolerant vegetation such
as mesquite, palo verde, and heritage oak, and mesiscape, that includes moderate
or high water users such as magnolias and ashes. The optimal planting is one that
permits shading and cooling by transpiration to minimize air conditioning needs,
yet water loss is constrained as much as possible. McPherson and Woodard (1989)
estimate that in Tucson, Arizona, the projected annualized cost of a mature tree
is $7.76, while its benefits are $26.18 with $19.20 of this amount resulting from
cooling due to transpiration.

The influence of land use on climate and weather is discussed in more detail
in the next chapter. It is clear, however, that the urban effect will vary depending
on its geographic location and we need to explore a range of urban environments
in even more detail than was achieved during METROMEX.

Finally, Karl and Jones (1989) compared urban and rural temperature records
to show that the growth of cities during this century has resulted in a 0�4 �C
bias in the United States climate record. However, since as we have discussed,
the urban effect varies geographically, the correction of an urban bias when
constructing regional and global analyses could still introduce systematic biases
(Zhou et al., 2004). An underrepresented urban bias would suggest the global
climate is warming more rapidly than it actually is.

Additional reading

Oke, T.R., 1987. Boundary Layer Climates, 2nd ed. New York: Routledge.
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Other land-use/land-cover changes

6.1 Landscape effects

Land-use/land-cover changes continue to accelerate at the beginning of the twenty-
first century (Lepers et al., 2005). Figure 6.1, from the Australia Conservation
Foundation (2001), illustrates the global extent of these changes between 1990
and 2000. The role of this conversion on the regional and global climate system
as a first-order climate forcing was recognized in the National Research Council
(2005) report. The reasons for its importance are reviewed in this chapter.

6.1.1 Surface effects

Concepts

The surface energy and moisture budgets for bare and vegetated soils are schemat-
ically illustrated in Figs. 6.2 and 6.3. These surface budgets can be written as

RN = QG +H +L�E +TR� (6.1)

P = E +TR+RO + I (6.2)

where RN represents the net radiative fluxes = Qs�1 − A� + Q
↓
LW − Q

↑
LW
P is

the precipitation; E is evaporation (this term represents the conversion of liquid
water into water vapor by non-biophysical processes, such as from the soil surface
and from the surfaces of leaves and branches); TR is transpiration (represents
the phase conversion to water vapor, by biological processes, through stoma on
plants); QG is the soil heat flux; H is the turbulent sensible heat flux; L�E +TR�

is the turbulent latent heat flux; L is the latent heat of vaporization; RO is runoff;
I is infiltration; Qs is insolation; A is albedo; Q

↓
LW is downwelling longwave

radiation; Q
↑
LW is upwelling longwave radiation = �1 − ��Q

↓
LW + ��T 4

s 
 � is the
surface emissivity; and Ts is the surface temperature.
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Figure 6.1 International annual land clearing rates for 1990–2000. From the
Australia Conservation Foundation (2001); reproduced by permission of the
Australian Conservation Foundation.

Detailed discussion of these terms is given in Pielke (1984; 2002a, ch. 11).
Equations (6.1) and (6.2) are not independent of each other. A reduction in
evaporation and transpiration in Eq. (6.2), for example, increases QG and/or H

in Eq. (6.1) when RN does not change. This reduction can occur, for example, if
runoff is increased (such as through clear-cutting a forest). The precipitation rate
(and type) also influence how water is distributed between runoff, infiltration, and
the interception of water on plant surfaces.

The relative amounts of turbulent sensible (H) and latent heat fluxes L�E +
TR�� are used to define the quantity called the Bowen ratio (B), and evaporative
fraction, ef :

B = H

L�E +TR�

 ef = L�E +TR�/RN� (6.3)

The denominator L�E+TR� has been called “evapotranspiration,” although since
evaporation and transpiration involve two distinct pathways for liquid water to
convert to water vapor, the use of the term “evapotranspiration” should be dis-
couraged. It is preferable to refer to E as “physical evaporation” and TR as
“transpiration.” The relation of RN to H and L�E +TR�, following Segal et al.
(1988), can be written as

H 	 RN −QG

�1/B�+1
� (6.4)
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Figure 6.2 Schematic illustration of the surface heat budget over (top) bare
soil, and (bottom) vegetated land. The roughness of the surfaces (and for the
vegetation, its displacement height), will influence the magnitude of the heat
flux. Dew and frost formation and removal will also influence the heat budget.
Adapted from Pielke and Avissar (1990) with kind permission from Kluwer
Academic Publishers.

With QG 
 �H� and QG 
 �E +TR�, as discussed in Segal et al. (1988),

H 	
(

1+B

B

)
RN (6.5)

Segal et al. (1995) showed that with the same value of RN, with a smaller Bowen
ratio, the thermodynamic potential for deep cumulus convection increases.

Therefore, any land-use/land-cover change that alters one or more of the vari-
ables in Eqs. (6.1) and (6.2) will directly affect the atmosphere. For instance,
a decrease in A (i.e., a darkening of the surface) would increase RN; thus
making more heat energy available for QG�H�E� and TR. The heat that goes
into H increases the potential temperature, 	�	 = T 1000 mb/p �mb��, because
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Figure 6.3 Schematic illustration of the surface moisture budget over (top) bare
soil, and (bottom) vegetated land. The roughness of the surface (and for the
vegetation, its displacement height), will influence the magnitude of the moisture
flux. Dew and frost formation and removal will also influence the moisture
budget. Adapted from Pielke and Avissar (1990) with kind permission from
Kluwer Academic Publishers.

temperature increases. The heat that goes into E or TR goes into the equivalent
potential temperature, 	E, because w (mass of water vapor per unit mass of air)

increases
(
	e = 	 exp

(
Lw
CpT

))
. If the surface were dry and bare, all of the heat

energy would necessarily go into QG and H as shown by Pielke (1984, p. 381)
for the Empty Quarter in Saudi Arabia.

Lyons et al. (1996), for example, found a reduction of H in southwestern Aus-
tralia as a result of the conversion of land to agriculture. Bryant et al. (1990) found
higher sensible heat fluxes in the Sonoran Desert of Mexico due to overgrazing.
Fitzjarrald et al. (2001), and Schwartz (1994) found that the leafing out of veg-
etation in the spring has a dramatic effect on a reduction in H . Schreiber et al.
(1996) and Rabin et al. (1990) discuss how cumulus cloud base height is directly
related to surface heat and moisture fluxes, as modulated by the characteristics
of the underlying heterogeneous surface. As discussed in Pielke (2001a), changes
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in 	 and 	E change convective available potential energy (CAPE) and the other
cumulus convective indices.

When snow and/or frozen soils are present, figures similar to Figs. 6.2 and
6.3 can be presented. With snow cover, for example, the albedo will be greater
than for bare soil so a greater fraction of incident solar radiation is reflected
upwards. When vegetation is present which is not covered by snow, the protruding
vegetation will result in a lower albedo than would occur when it is completely
covered. Strack et al. (2004) has shown that large differences in the turbulent
fluxes result when snow is covering the ground and is influenced by protruding
vegetation.

Surface air moist enthalpy

Although climate change and variability involves all aspects of the climate system
(Pielke, 1998), the assessment of anthropogenically forced climate change has
focused on surface temperature as the primary metric (Mann and Jones, 2003;
Soon et al., 2004). The term “global warming” has been used to describe the
observed surface air temperature increase in the twentieth century. However,
this concept of global warming requires assessments of units of heat (that is,
joules). Temperature, by itself, is an incomplete characterization of surface air
heat content.

Pielke (2003) used the concept of heat changes in the ocean, for example, to
diagnose the radiative imbalance of the Earth’s climate system. The oceans, of
course, are the component of the climate system in which the vast majority of
actual global warming or cooling occurs. Here we use the more limited application
of the term global warming to refer to surface air changes.

The heat content of surface air (i.e., z right above ground level, so that z = 0
can be assumed) can be expressed as:

M = CpT +Lq (6.6)

where Cp is the specific heat of air at constant pressure, T is the air temperature,
L is the latent heat of vaporization, and q is the specific humidity (Haltiner and
Williams, 1980). The quantity, M , is called moist enthalpy and can be expressed
in units of J kg−1. The surface dry enthalpy can be written as

S = CpT� (6.7)

Surface air temperature trends that have been reported monitor only S. The
monitoring of H , however, is the more appropriate metric to assess surface air
warming.
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To investigate the effect of monitoring variations of M in time, both M and
S were calculated for the year 2002 in Fort Collins, Colorado, and at the Cen-
tral Plains Experimental Range (CPER) of the US Department of Agriculture’s
Agricultural Research Service located 60 km northeast of the city (Fig. 6.4).
Both locations offer high-quality temperature and humidity observations. The Fort
Collins site is on a university campus with nearby buildings, parking lots, and
irrigated grass, while the CPER site is an ungrazed natural grass area. To facili-
tate the comparison with temperature, an effective temperature as TE = M/Cp is
calculated.

As shown by Pielke (2001a), in terms of heat content, at 1000 mb, an increase
of 1 �C in the dewpoint temperature produces the same change in M as a 2�5 �C
increase in temperature. This means, for example, that a decrease of 1 �C of
the dewpoint temperature, but a 1 �C increase in the temperature, actually is a
reduction of heat content in terms of J kg−1 of the air!

The plots of T and TE (with the corresponding values of M and S on the right
axis) for 2002 illustrate that when the absolute humidity is low (such as on cold
winter days), T and TE are nearly equal. However, there are large differences in
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Figure 6.4 T and TE in �C (S and M , in 105 J kg−1) for Fort Collins, Colorado
(left panels) and the CPER ungrazed site (right panels) are shown for 2002. The
top two panels are for maximum daily temperature while the bottom two panels
are for minimum daily temperature. The gray lines represent T (and S) while the
black lines represent TE (and M). From Pielke et al. (2004a). © 2004 American
Geophysical Union. Reproduced by permission of the American Geophysical
Union.



108 Other land-use/land-cover changes

these values in the growing season when the absolute humidity is higher. Dry
days, however, have less heat content than more humid days with the same air
temperature.

The average differences of the annual averaged maximum and minimum tem-
perature for the two sites for dates where data were available from both locations
(the value at Fort Collins minus the value at the CPER site) are 0�25 �C and
1�86 �C, respectively. The differences in TE, however, are larger (2�69 �C and
4�20 �C).

For the growing season part of 2002, the differences in the average maximum
and minimum value of T were 0�91 �C and 1�82 �C, while the corresponding
difference values of TE were 3�48 �C and 4�96 �C. The value of TE provides a
more accurate characterization of surface heat content and is the more appropriate
metric for assessing surface air warming.

The different variation of M , as contrasted with S, as a function of land use
could help explain the results reported in Kalnay and Cai (2003), in which they
concluded that land-use change could explain at least part of the observed tem-
perature changes in the eastern United States in recent decades. Davey et al.
(2006) has independently confirmed the robustness of the Kalnay and Cai conclu-
sions. The difference in temporal trends in surface and tropospheric temperatures
(National Research Council, 2000), which has not yet been explained, could be
due to the incomplete analysis of the surface and troposphere for temperature, and
not the more appropriate metric of heat content. Recent analyses of satellite data
have reduced the differences, but have not eliminated the disagreement (Christy
et al., 2003; Mears et al., 2003; Mears and Wentz, 2005; Christy et al., 2006).

This analysis shows that surface air temperature alone does not capture the real
changes in surface air heat content. Even using the limited definition of the term
global warming in order to refer to surface air warming, the moisture content of
the surface air must be included. Future assessments should include trends and
variability of surface heat content in addition to temperature.

A conclusion of Subsection 6.1.1 is that changes in the Earth’s surface can result
in significant changes in the surface energy and moisture budgets. These changes
will influence the heat and moisture fluxes and the surface air heat content.

6.1.2 Boundary-layer effects

Once the surface energy budget is altered, fluxes of heat, moisture, and momentum
within the planetary boundary layer are directly affected (Segal et al., 1989). As
an example, Fig. 6.5 illustrates an idealization of the vertical structure of the
convective boundary layer, where the surface heat flux, H , depth of the layer zi,
and the temperature stratification just above zi determine the vertical profile of
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Figure 6.5 The potential temperature and heat flux profiles assumed in the
“jump” model. Reprinted from Pielke (1984) with permission from Academic
Press.

temperature and heat flux. Deardorff (1974) suggested a growth rate equation for
zi, in the absence of large-scale wind flow, which is proportional to

�zi

�t
∼ H

2
3 z

− 4
3

i � (6.8)

The entrainment of air from above zi to heights below zi is given by

Hzi
= −�H (6.9)

where � is the entrainment coefficient (� 	 0�2, although there are suggestions it
is different from this value; Betts et al., 1992). McNider and Kopp (1990) discuss
how the size of thermals generated from surface heating are a function of zi, H ,
and height within the boundary layer. The rate of growth of the boundary layer
during the day, and the ingestion of free atmospheric air into the boundary layer
are, therefore, both dependent on the surface heat flux, H .

A simplified form of the prognostic equation for 	 can be used to illustrate
how temperature change is related to the surface heat flux, Hs,

�	

�t
= �

�z

(
H

�Cp

)
(6.10)
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where � is the air density, and Cp is the specific heat at constant pressure.
Integrating from the surface to zi and using the mean value theorem of calculus
yields

�	̄

�t
= 1

zi�Cp

[
Hs −Hzi

]= 1�2
�Cpzi

Hs (6.11)

where Eq. (6.9) with � = 1�2 has been used. Using this equation, a heating rate
of a 1 km deep boundary layer of 2 �C over 6 h is produced by a surface heat
flux of 100 W m−2.

Figures 6.6 and 6.7 show how H , and therefore other characteristics of the
boundary layer, including zi, as based on actual observations, are altered as a
result of different land-surface characteristics. Segal et al. (1989) discuss how
wet soils and canopy temperatures affect the growth of the boundary layer. Amiro
et al. (1999) measured elevations of surface radiometric temperatures by up to
6 �C, which remained elevated even for 15 years after forest fires in the Canadian
boreal forest.

At night when longwave radiative fluxes become important, the boundary-
layer structure is quite different than in the daytime (e.g., see Gopalakrishnan
et al., 1998). The temperature usually increases with height above the surface.

zi = 1500 m

Rn = 0.87 Qs

Rn = 0.87 Qs

zi = 3000 m

10 m

QG = 0.03 Rn

QG = 0.07 Rn

25 m

H = 0.3 Rn
H = 0.65 Rn

LE = 0.25 Rn

0.10 Qs

0.10 Qs

LE = 0.65 Rn

Temperate
forest

Boreal
forest

Figure 6.6 Schematic of the differences in surface heat energy budget and plan-
etary boundary layer over a temperate forest and or boreal forest. The symbols
used refer to Eq. (6.1). Horizontal fluxes of heat and heat storage by vegetation
are left out of the figure. From Pielke (2001a). © 2001 American Geophysical
Union. Reproduced by permission of the American Geophysical Union.
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QG = 0.15 Rn

1000 m = zi

1500 m = zi

0.25 Qs

0.15 Qs

LE = 0.8 Rn

LE = 0.6 Rn
Rn = 0.65 Qs

Rn = 0.85 Qs

H = 0.05 Rn

H = 0.3 Rn

QG = 0.08 Rn

Figure 6.7 Same as Fig. 6.6 except between a forest and cropland. From Pielke
(2001a). © 2001 American Geophysical Union. Reproduced by permission of
the American Geophysical Union.

Moisture and temperature profiles left over from the daylight period dominate the
evolution of the nighttime boundary layer in the absence of strong horizontal wind
advection. Under lighter wind conditions, changes in the radiative heat fluxes
due to land-use/land-cover change will result in altered vertical temperature and
moisture profiles (Pielke and Matsui, 2005).

The conclusion from the analyses in this section is that the boundary-
layer structure, including its depth, is directly influenced by the surface heat
and moisture fluxes. If the surface fluxes change, so will the boundary-layer
structure.

6.1.3 Local wind circulations

Local wind circulations can subsequently result from horizontal variations in H

and zi (Segal and Arritt, 1992). Such wind circulations are referred to as solenoidal
circulations and are the reason sea and land breezes occur (Simpson, 1994;
Pielke, 1984, ch. 13). The reason that these local wind circulations can develop
is described in Appendix A of Pielke (2001a) and in Pielke and Segal (1986).

Mesoscale circulations produce focused regions particularly favorable for deep
cumulus convection (Pielke et al., 1991b). In these areas, CAPE and other mea-
sures of the potential for deep cumulus convection are increased in response to
boundary wind convergence associated with local wind circulations (Pielke et al.,
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1991a). Convective inhibition is reduced in these areas. These wind convergence
zones can also provide specific vertical motion “triggers” with which to initiate
deep cumulus convection. Therefore, the spatial structure of the surface heating,
as influenced by landscape, can produce focused regions for deep cumulonimbus
convection, as well as other mesoscale systems.

6.1.4 Vertical perspective

As overviewed in Subsection 6.1.1 to 6.1.3, land-surface characteristics influ-
ence the heating and moistening of the atmospheric boundary layer. Therefore,
vertical radiosonde soundings over adjacent locations that have different surface
conditions offer opportunities to observationally assess the effect of landscape
variations, while models and observations can be used to evaluate the importance
of spatially varying boundary-layer structure in generating mesoscale circulations.
For example, Segal et al. (1991; see Fig. 4 in that paper) present measured differ-
ences in boundary-layer structure between adjacent areas with and without snow
cover. The influence of landscape conditions on cumulus cloud and thunderstorm
development have been evaluated using models and observations, for example, in
Garrett (1982), Clark and Arritt (1995), Cutrim et al. (1995), Hong et al. (1995),
and Crook (1996).

6.1.5 Mesoscale and regional horizontal perspective

Since land–water contrasts permit the development of sea breezes which focus
thunderstorm development over islands and coastal regions in the humid tropics,
and in humid middle and high latitudes during the summer (e.g., see Fig. 12-13
from Pielke, 1984; also see Pielke, 1974; Pielke et al., 1991b; Marshall et al.,
2004a), it would be expected that similar variations in surface heating associated
with landscape patterns and patchiness would also produce mesoscale circulations
of a similar magnitude.

Avissar and Schmidt (1998) explored how landscape patchiness influences
cumulus development using a large eddy simulation. They reported preferential
locations within the heterogeneous landscape where pockets of relatively high
moisture concentrations occurred. As shown in Figs. 6.8 and 6.9, the shape of the
heterogeneity strongly influences the ability of mesoscale flows to concentrate
CAPE within local regions so as to permit a greater likelihood of stronger thun-
derstorms. The large square-shaped area, for example, is able to focus the lower
tropospheric winds so as to optimize the accumulation of CAPE. This focusing
of CAPE is analogous to what occurs with round islands (Neumann and Mahrer,
1974).
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Figure 6.8 Schematic representation of the simulated three-dimensional
domains. From Avissar and Liu (1996). © 1996 American Geophysical Union.
Reproduced by permission of the American Geophysical Union.

Dalu et al. (1996) used a linear model to conclude that the Rossby radius (�R)
is the optimal spatial scale for landscape heterogeneities to produce mesoscale
flows (which is on the order of tens of kilometers). Landscape heterogeneities
smaller than �R simply excite gravity waves which rapidly disperse throughout
the atmosphere whereas landscape heterogeneities larger than �R can produce
persistent circulations.

Avissar and Pielke (1989), Hadfield et al. (1991), Shen and Leclerc (1995),
Zeng and Pielke (1995a,b), Wang et al. (1997), and Avissar and Schmidt (1998)
also explored the issue of the size of landscape patchiness that is needed before
the boundary-layer structure is significantly affected and a mesoscale circulation
produced. Segal et al. (1997) found that cumulus clouds are a minimum downwind
of mesoscale-sized lakes during the warm season as a result of mesoscale-induced
subsidence over the lake and the resultant suppression of zi.
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Figure 6.9 Accumulated precipitation (millimeters), at 1800 LST in domain (a)
3D0, (b) 3D1, (c) 3D2, (d) 3D3, and (e) 3D4. Contour intervals are 2 mm in
3D0, 1 mm in 3D1, 3D2, and 3D3, and 0.05 mm in 3D4. From Avissar and Liu
(1996). © 1996 American Geophysical Union. Reproduced by permission of the
American Geophysical Union.

Other studies that have explored the influence of landscape heterogeneity on
cumulus convection include Segal et al. (1989), Rabin et al. (1990), Chang and
Wetzel (1991), Fast and McCorcle (1991), Segal and Arritt (1992), Chen and
Avissar (1994a,b), Li and Avissar (1994), Clark and Arritt (1995), Cutrim et al.
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(1995), Lynn et al. (1995a,b, 1998), Rabin and Martin (1996), and Wang et al.
(2000).

Pielke et al. (1997) present a sensitivity experiment to evaluate the impor-
tance of land-surface conditions on thunderstorm development. Using identical
lateral boundary and initial values, two model simulations for 15 May 1991 were
performed for the Oklahoma–Texas Panhandle region. One experiment used the
current landscape (which includes irrigated crops and shrubs, as well as the natu-
ral shortgrass prairie), while the second experiment used the natural landscape in
this region (the shortgrass prairie). Figure 6.10 provides the results at 1500 LST
for both experiments. The simulation with the current landscape (Fig. 6.10, top)
produced a thunderstorm system along the dryline, while only a shallow line of
cumulus clouds were produced using the natural landscape (Fig. 6.10, bottom). A
thunderstorm was observed in this region on 15 May 1991 with the other meteo-
rological quantities also realistically simulated (Grasso, 1996; Shaw et al., 1997;
Ziegler et al., 1997). The thunderstorm developed when the current landscape was
used since the enhanced vegetation coverage (higher leaf area) permitted more
transpiration of water vapor into the air than would have occurred with the natural
landscape. The result was higher CAPE with the current landscape.

Lyons et al. (1993, 1996) and Huang et al. (1995a), in a contrasting result,
found that the replacement of native vegetation with agriculture reduced sensible
heat flux with a resultant decrease in rainfall. Wetzel et al. (1996), in a study
in the Oklahoma area, found that cumulus clouds form first over hotter, more
sparsely vegetated areas. Over areas covered with deciduous forest, clouds were
observed to form 1 to 2 hours later due to the suppression of vertical mixing.
Rabin et al. (1990) also found from satellite images that cumulus clouds form
earliest over regions of large sensible heat fluxes and are suppressed over regions
with large latent heat flux during relatively dry atmospheric conditions.

Clark and Arritt (1995), however, found while the cumulus cloud precipita-
tion was delayed when the soil moisture was higher, the total accumulation of
precipitation was greater. The largest rainfall was generally predicted to occur
for moist, fully vegetated surfaces. De Ridder and Gallée (1998) reported signif-
icant increases in convective rainfall in southern Israel associated with irrigation
and intensification of agricultural practices, while De Ridder (1998) found that
dense vegetation produces a positive feedback to precipitation. Baker et al. (2001)
explored the influence of soil moisture and other effects on sea-breeze-initiated
precipitation in Florida.

Emori (1998) showed, using idealized simulations, how cumulus rainfall and
soil moisture gradients interact so as to maintain a heterogeneous distribution
of soil moisture. Taylor et al. (1997) concluded that such a feedback occurs in
the Sahel of Africa which acts to organize cumulus rainfall on scales of about
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Figure 6.10 (a) and (b) Model output cloud and water vapor mixing ratio fields
on the third nested grid (grid 4) at 21:00 UT on 15 May 1991. The clouds are
depicted by white surfaces with qc = 0�01 g kg−1, with the Sun illuminating
the clouds from the west. The vapor mixing ratio in the planetary boundary
layer is depicted by the shaded surface with qv = 8 g kg−1. The flat surface is
the ground. Areas formed by the intersection of clouds or the vapor field with
lateral boundaries are flat surfaces, and visible ground implies qv < 8 g kg−1.
The vertical axis is height, and the backplanes are the north and east sides of
the grid domain. Reproduced from Pielke et al. (1997) with permission from
Ecological Applications and the Ecological Society of America. See also color
plate.

10 km. Simpson et al. (1980, 1993) demonstrated that cumulus clouds that merge
together into a larger scale produce much more rainfall.

Chen and Avissar (1994b) used a model to show that land-surface moisture
significantly affects the timing of onset of cumulus clouds, and the intensity and
distribution of precipitation. Eltahir and Pal (1996) also explored the relation
between surface conditions and subsequent cumulus convective rainfall. Mölders
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(1999b) found that natural flooding and anthropogenic land-surface changes such
as the drainage of marshes influence the water vapor supply to the atmosphere,
clouds, and precipitation. Grasso (2000) has shown that dryline formation in the
central Great Plains of the United States is critically dependent on the spatial
pattern of soil moisture, while Pan et al. (1996) concluded that increases in soil
moisture enhanced local rainfall when the lower atmosphere was thermodynami-
cally unstable and relatively dry, but decreased rainfall when the atmosphere was
humid and lacked sufficient thermal forcing to initiate deep cumulus convection.

These results illustrate that the effect of landscape evaporation and transpiration
on deep cumulonimbus convection is complex and quite nonlinear. Opposing effects
help explain the apparent contradiction between the results reported in Lyons et al.
(1996) and Pielke et al. (1997), for example, that are discussed earlier in this section.
While increased moisture flux into the atmosphere can increase CAPE, the triggering
of these deep cumulus clouds may be more difficult since the sensible heat flux
may be reduced. The depth of the planetary boundary layer, for example, will be
shallower, if the sensible heat flux is less. Other examples of studies that explore
how vegetation variations organize cumulus convection include Anthes (1984),
Vidale et al. (1997), Liu et al. (1999), Souza et al. (2000), and Weaver et al. (2000).

There are also studies of the regional importance of spatial and temporal
variations in soil moisture and vegetation coverage (e.g., Fennessy and Shukla,
1999; Pielke et al., 1999a). Using a model simulation covering Europe and the
North Atlantic, for example, Schär et al. (1999) determined that the regional
climate is very dependent on soil moisture content. They concluded that wet
soils increase the efficiency of convective precipitation processes, including an
increase in convective instability. Delworth and Manabe (1989) discuss how
soil wetness influences the atmosphere by altering the partitioning of energy
flux into sensible and latent heat components. They found that a soil moisture
anomaly persists for seasonal and interannual timescales so that anomalous fluxes
of sensible and latent heat also persist for long time periods. A similar conclusion
was reported in Pielke et al. (1999a). Wei and Fu (1998) found that the conversion
of grassland into a desert in northern China would reduce precipitation as a
result of the reduction in evaporation. Jones et al. (1998) discussed how surface
heating rates over regional areas are dependent on surface soil wetness. Viterbo
and Betts (1999) demonstrated significant improvement in large-scale numerical
weather prediction when improved soil moisture analyses were used. Betts et al.
(1996) reviewed these types of land–atmosphere interactions, as related to global
modeling. Nicholson (2000) reviewed land-surface processes and the climate of
the Sahel. Other recent regional-scale studies of the role of landscape processes
in cumulus convection and other aspects of weather include Lyons et al. (1993),
Carleton et al. (1994), Copeland et al. (1996), Huang et al. (1996), Bonan (1997),
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Sun et al. (1997), Bosilovich and Sun (1999), Liu and Avissar (1999a,b), Adegoke
(2000), and Li et al. (2000).

Segal et al. (1998) concluded that average rainfall in North America is increased
as a result of irrigation, which is consistent with the influence of irrigation on
CAPE as shown by Pielke and Zeng (1989). Pan et al. (1995) concluded that soil
moisture significantly affects summer rainfall in both drought and flood years in
the midwest of the United States. Kanae et al. (1994) concluded that deforestation
in southeastern Asia since 1951 has resulted in decreases in rainfall in September
in this region, when the large-scale monsoon flow weakens. Kiang and Eltahir
(1999), Wang and Eltahir (1999, 2000a,b), Eastman et al. (2001a), Lu et al.
(2001), and Niyogi and Xue (2006) have used coupled regional atmospheric–
vegetation dynamics models to demonstrate the importance of two-way interaction
between the atmosphere and vegetation response. Hoffman and Jackson (2000), for
example, propose that as a result of atmospheric–vegetation interactions in tropical
savanna regions, anthropogenic impacts can exacerbate declines in precipitation.
Shinoda and Gamo (2000) used observations to demonstrate a correlation between
vegetation and convective boundary-layer temperature over the African Sahel.

A clear conclusion from these studies is that both mesoscale and regional
landscape patterning and average landscape conditions exert major controls on
weather and climate. In the following sections, we will focus on specific examples
of the effect of the deliberate modification of the landscape by humans on weather
and climate.

6.2 Influence of irrigation

6.2.1 Colorado

Two examples of observed surface temperature contrasts between agricultural
irrigated areas in juxtaposition to a grazed shortgrass prairie region in Colorado are
presented in Fig. 6.11 as originally reported in Segal et al. (1988). The examples
provide the Earth surface blackbody Infrared (IR) temperature derived from the
GOES geostationary satellite (with a pixel footprint of 4 × 8 km) which were
taken during the summer of 1986. Using the Denver radiosonde data, a correction
for atmospheric water vapor absorption was included. Each image is a composite
of the first 15 days of August at 1300 LST (when the surface temperature is
around its daily peak value). Only areas with clear sky conditions at that hour were
included in the construction of the composites. The vegetated areas (indicated by
shading on the figures) were identified based on the Landsat image of Colorado
for the end of June – beginning of July 1976 as well as from the US Department
of Agriculture vegetation cover maps of Colorado.
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36 km

36 km

(a)

(b)

Figure 6.11 Composite of GOES-derived surface temperature at 1300 LST for
the period 1 August 1986 to 15 August 1986 for (a) northeast Colorado (FC,
Fort Collins; FM, Fort Morgan; GR, Greeley), and (b) the San Luis Valley in
Colorado (AL, Alamosa; AN, Antonito; DN, Del Norte; SA, Saguache). The
lower valley is outlined by a dark line separating it from significant elevated
terrain. Irrigated areas are shaded. Reproduced from Segal et al. (1988) with
permission from the American Meteorological Society.
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The first example (Fig. 6.11a) is for northeast Colorado which includes the agri-
cultural areas along the Front Range and the South Platte River. The topographical
variations in the area presented are in the range of 200 m.

The second example is for the San Luis Valley (Fig. 6.11b) where there is
intensive irrigated summer agricultural activity in the central domain. The valley is
nearly flat, and it is surrounded by steep mountains to the southwest and northeast
as indicated in the figure.

In both composites, there is a significant correspondence between the cooler areas
and vegetative cover. The highest temperature occur in the uncultivated areas. Maxi-
mum IR surface temperature gradients of 10 �C and 12 �C over distances of 10–20 km
were observed in northeast Colorado and the San Luis Valley, respectively. Since
the emittance of the Earth surface is less than 1, the actual surface temperatures
involved with these cases are somewhat higher than those presented. The emissivity
of the irrigated area, however, is likely to be somewhat higher than that of its dry-
land surroundings (e.g., Lee, 1978). Thus the actual surface temperature gradients
are suggested to be larger than those illustrated. Therefore noticeable circulations
should be expected to occur with such temperature gradients.

Figure 6.12 illustrates two soundings made over two locations in northeast
Colorado at 1213 LST on 28 July 1987 (Pielke and Zeng, 1989; Segal et al.,
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Figure 6.12 Radiosonde measurements of temperature (right side) and dewpoint
temperature (left side) for a dryland area (dashed line) and an irrigated area (solid
line) in northeast Colorado at 1213 LST on 28 July 1987. Reproduced from
Pielke and Zeng (1989) with permission from the National Weather Association.



Influence of irrigation 121

1989). The soundings were made prior to significant cloud development. The
radiosonde sounding over an irrigated location had a slightly cooler, but moister
lower troposphere than the sounding over the natural, shortgrass prairie location.
Aircraft flights at several levels between these two locations on 28 July 1987
(Figs. 6.13 and 6.14) demonstrate that the moistening and cooling occurred over
the entire region of irrigation. Using a convective index to 500 mb, the lifted
index, assuming surface parcel ascent, was −2 over the irrigated land but zero
over the shortgrass prairie (Pielke and Zeng, 1989). For this case, the moistening
of the lower atmosphere over the irrigated area was more important in increasing
CAPE than was the slight cooling in decreasing CAPE.

6.2.2 Nebraska

As discussed in Adegoke et al. (2003), over the last five decades, the total acreage
under irrigation in the US High Plains increased from less than 1.2 million
hectares to over 8 million hectares (Kuzelka, 1993). The rapid development of
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Figure 6.13 Measured potential temperature from Briggsdale to Windsor at the
altitude of (a) 140 m, (b) 240 m, (c) 345 m, and (d) 440 m above the ground.
The observed crop–dryland boundary is indicated by an arrow, with cropland to
its right. Adapted from Segal et al. (1989) with permission from the American
Meteorological Society.
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Figure 6.14 Same as Fig. 6.13 except for moisture mixing ratio. Adapted from
Segal et al. (1989) with permission from the American Meteorological Society.

irrigation in this area, which stretches from Nebraska through western Kansas
to the Texas Panhandle, enabled the transformation of the area into one of the
major agricultural areas of the United States. In Nebraska, as in much of the
High Plains, corn is the dominant crop cultivated during the warm season months
(Williams and Murfield, 1977). Irrigated corn, which represented about 10% of
total corn-producing areas during the early 1950s, now composes nearly 60% of
the total corn-producing areas in Nebraska (Fig. 6.15). Figure 6.16 illustrates how
this irrigated landscape appears.

Data from the National Agricultural Statistics Services (NASS) of the United
States Department of Agriculture (USDA) for York County in east-central
Nebraska further underscore these changes. Between 1950 and 1998 the irrigated
corn area in York County increased from 3500 ha to 80 000 ha (a 2300% increase)
while the rain-fed corn area declined rapidly during the same period (National
Agricultural Statistics Service, 1998). This rapid land-use change was achieved
largely by converting rain-fed corn areas to irrigation. Land-use conversion of
this magnitude could affect energy and moisture exchanges between the land
surface and the lower atmosphere by altering transpiration and evaporation thus
generating complex changes in the surface energy budget.

Regional Atmospheric Modeling System (RAMS) (Pielke et al., 1992; Cotton
et al., 2003) simulations were performed which consisted of four land-use
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Figure 6.15 Area (%) of rainfed and irrigated corn farming in Nebraska (1950–
98). Reproduced from Adegoke et al. (2003) with permission from the American
Meteorological Society.

Figure 6.16 South of the South Platte River, south and west of North Platte,
Nebraska, looking north on 1 June 2004 at approximately 1300 LST. A number
of pivot irrigators are not watering. Photo courtesy of Kelly Redmond. See also
color plate.

scenarios covering the 15-day period from 1 to 15 July 1997. The first scenario
(control run) represented current farmland acreage under irrigation in Nebraska
as estimated from 1997 Landsat satellite and ancillary data (Fig. 6.17a). The
second and third scenarios (OGE wet and dry runs) represented the land-use con-
ditions from the Olson Global Ecosystem (OGE) vegetation dataset (Fig. 6.17b),
and the fourth scenario (natural vegetation run) represented the potential
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(c)
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Figure 6.17 Land-cover datasets used for RAMS simulations for (a) 1997 Land-
sat and ancillary data irrigation, (b) OGE, and (c) Küchler potential vegetation.
From Adegoke et al. (2003) reproduced with permission from the American
Meteorological Society. See also color plate.

(i.e., pre-European settlement) land cover from the Küchler vegetation dataset
(Fig. 6.17c). In the control and OGE wet run simulations, the topsoil of the areas
under irrigation, up to a depth of 0.2 m, was saturated at 0000 UTC each day for
the duration of the experiment (1–15 July 1997). In both the OGE dry and natural
runs, the soil was allowed to dry out, except when replenished naturally by rainfall.

The “soil wetting” procedure for the control and OGE wet runs was constructed
to imitate the center-pivot irrigation scheduling under dry synoptic atmospheric
conditions such as observed in Nebraska during the first half of July 2000 (i.e.,
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Figure 6.18 Control minus OGE wet run inner-domain area-averaged (a) 2 m
temperature, (b) surface latent heat, and (c) moisture flux at 500 m. Reproduced
from Adegoke et al. (2003) with permission from the American Meteorological
Society.
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Table 6.1 Inner-domain area-averaged model parameters for 7–15 July 1997
including scenario comparisons (% change)

Control OGE
(wet)

OGE
(dry)

Natural
vegetation

Temperature (�C) 24�1 24.9 (0.8%) 25.5 (1.4%) 27.6 (3.5%)
Surface sensible heat (W m−2) 76�2 79.8 (4.7%) 86.9 (15%) 98.4 (29%)
Latent heat (W m−2) 102�4 98.2 (4%) 74.5 (35%) 72.0 (42%)
Vapor flux at 500 m (g kg−1 m s−1) 11�1 10.4 (7%) 9.1 (22%) 8.2 (34%)

Source: From Adegoke et al. (2003).

little or no rainfall recorded throughout the state). The observed atmospheric con-
ditions from the National Centers for Environmental Prediction (NCEP) reanalysis
data (Kalnay et al., 1996) were used to create identical lateral boundary conditions
in the four cases. A two-grid nested model domain configuration was adopted with
a 10-km grid centered over Nebraska nested inside a larger 40-km grid centered
over Nebraska nested inside a larger 40-km grid, which extends over most of the
central United States.

Results for the inner-domain area-averaged model parameters between the control
run and OGE wet run (Fig. 6.18) showed very moderate differences (see Table 6.1
for a summary of scenario comparisons). This reflects the rather small change (less
than 10%) in the irrigated portion of the OGE vegetation data (Fig. 6.17b) compared
to the more recent Landsat satellite-based land-cover estimates (Fig. 6.17a). In
both simulations, the soil-wetting procedure was implemented for the irrigated
areas (i.e., land-use class 16 in LEAF-2 (Land-Ecosystem Atmospheric Feed-
back Model Version 2)). Larger changes were observed when the control run
was compared to the OGE dry run; midsummer 2 m temperature over Nebraska
might be cooler by as much as 3�4 �C under current conditions (Fig. 6.19a).
The average difference between the control and OGE dry runs computed for the
6–15 July 2000 period was 1�2 �C. The irrigation-induced surface cooling was
accompanied by a 36% increase in the surface in the surface latent heat flux
(Fig. 6.19b) and a significant increase (28%) in water vapor flux at 500 m above
the ground (Fig. 6.19c). A corresponding reduction in surface sensible heat (15%)
and a 2�6 �C elevation in dewpoint temperature were also observed (not shown).

The cooling effect and the surface energy budget differences identified above
intensified in magnitude when the control run results were compared to the poten-
tial natural vegetation scenario. For example, the near-ground average temperature
for 6–15 July 2000 was 3�3 �C cooler, the surface latent heat flux was 42% higher,
and the water vapor flux (at 500 m) 38% greater in the control run compared
to the natural landscape run (Fig. 6.20). The first 5 days of the simulation were
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Figure 6.19 Control minus OGE dry run inner-domain area-averaged (a) 2 m
temperature, (b) surface latent heat, and (c) moisture flux at 500 m. Reproduced
from Adegoke et al. (2003) with permission from the American Meteorological
Society.
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Figure 6.20 Control minus natural vegetation run inner-domain area-averaged
(a) 2 m temperature, (b) surface latent heat, and (c) moisture flux at 500 m.
Reproduced from Adegoke et al. (2003) with permission from the American
Meteorological Society.
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excluded in computing this temporal average because a fairly strong mid-level
low stalled over the study area during that period. This synoptic environment
was responsible for the unusual depression in both the minimum and maximum
temperatures recorded in the early part of July 2000 in Nebraska (Figs. 6.21 and
6.22).

Important physical changes between the natural shortgrass prairie of this region
and the current land-use patterns include alterations in the surface albedo, rough-
ness length changes, and increased soil moisture in the irrigated areas. These
changes are capable of generating complex changes in the lower atmosphere (plan-
etary boundary layer, PBL) energy budget. For example, the simulated increase
in the portion of the total available energy being partitioned into latent heat
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Figure 6.21 Observed minimum and maximum temperatures for Ainsworth
municipal compared to model 2 m temperature. Reproduced from Adegoke et al.
(2003) with permission from the American Meteorological Society.
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Figure 6.22 Same as 6.21 except from Omaha/Eppley Field. Reproduced from
Adegoke et al. (2003) with permission from the American Meteorological
Society.

rather than sensible heat resulted directly from the enhanced transpiration and soil
evaporation in the control run.

The analyses of domain-averaged surface temperature and surface fluxes for this
Nebraska study clearly indicate that key components of the planetary boundary
layer, particularly the partitioning of the available surface energy in this region, are
very sensitive to changes resulting from increased irrigation. RAMS simulations
forced, in part, by four different land-cover scenarios indicate a cooling in the
near-ground temperature, and significant increases in vapor and latent heat fluxes
into the atmosphere in response to this human disturbance of the landscape. These
changes are shown to be related to the conversion of the natural prairie vegetation
in this region to irrigated and dry cropland. Corroborating evidence from analyses
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of long-term surface climate data indicates a steady decreasing trend in mean
and maximum air temperature at locations located within heavily irrigated areas
thus supporting the irrigation-induced cooling effect suggested by the RAMS
simulations.

6.3 Dryland agriculture: Oklahoma

McPherson et al. (2004) analyzed a number of related observations and demon-
strated that Oklahoma’s winter wheat belt had a significant impact on the near-
surface temperature and moisture fields during the period when winter wheat
was growing and during the period after harvest. As they reported, as vegetation
grew across the wheat belt, maximum daily temperatures were cooler than those
measured over adjacent regions of dormant grasslands. Monthly averaged values
of maximum temperature from crop year 2000 displayed a cool anomaly over the
growing wheat from November 1999 through April 2000. Using data from a net-
work of surface stations from 1994 through 2001, the cooler temperatures over the
wheat belt were shown to be statistically significant at the 95% confidence level
for November, December, January, February, and April. As green-up of grass-
lands occurred during May, the cool anomaly over the wheat belt disappeared.
After the wheat was harvested, maximum and minimum daily temperature data
revealed a warm anomaly across the wheat belt during June, July, and August.
The warmer temperatures also were shown to be statistically significant for all
three months.

Cooley et al. (2005) also found a substantial effect on regional climate due to
dryland farming. In the southern Great Plains of the United States, where winter
wheat accounts for 20% of the land area, within the harvested region simulated
2 m air temperatures were 1�3 �C warmer at midday averaged over the 2 weeks
following the harvest.

6.4 Desertification

6.4.1 Historical overview

Desertification has an opposite effect on climate to that of irrigation. Desertifi-
cation was originally defined by Aubreville (1949) as cited in Odingo (1990),
as land degradation in semi-arid and subhumid regions such that arid conditions
develop and persist. Vegetation loss due to human activities can, therefore, create
deserts. The Rajasthan Desert in northwest India is an example of desertification.
In that area, in the millennium before the Christian era, a well-developed civi-
lization existed. Currently the region is a tropical desert with only archeological
ruins remaining. It has been suggested that overpopulation in the area denuded
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the vegetation, as the populace used firewood and cleared land for agriculture.
While the change in weather could have been part of the natural evolution of
climate, major landscape changes by humans on the scale of this desert region
have occurred elsewhere.

In the Middle East, Neumann and Parpola (1987), for example, have docu-
mented that the political, military, and economic decline of Assyria and Babylonia
in the twelfth through tenth centuries BC coincide with a notable period of warm-
ing and drying in the region which started around 1200 BC and lasted until
about 900 BC. While natural large-scale fluctuations in climate could have caused
this aridity, as implied by their paper, desertification provides another explana-
tion. The return of weather to wetter conditions could have occurred in response
to a rejuvenation of vegetation as human stress on the landscape was reduced,
and the larger-scale weather patterns which influence the region were not more
permanently displaced as apparently has occurred in northwest India.

6.4.2 North Africa

Charney (1975) proposed a mechanism of desertification over northern Africa in
which the removal of vegetation increased the albedo of the land. Since more
solar radiation was reflected back into space, the result was increased subsidence
in the lower atmosphere in order to compensate for the loss of heat energy. In a
later study, Charney et al. (1977) used the Goddard Institute for Space Studies
(GISS) model to conclude that local evaporation rates are as important as albedo
in influencing rainfall patterns in semi-arid regions, with their relative effects
dependent on location. This study found a more complicated interaction between
the land surface and the atmosphere than was originally hypothesized in the
Charney (1975) paper, with significant research work supporting this conclusion
repeated in Claussen et al. (1999). They found that rapid natural desertification in
the mid-Holocene could only be reproduced in a model if atmospheric–vegetation
feedback dynamics were included.

The process of desertification continues today in the Sahel regions of Africa
as illustrated in Fig. 6.23 in which a portion of Chad is shown. The darker region
in the figure corresponds to an area in which the government controlled graz-
ing while the adjacent areas were extensively utilized by cattle and goats. The
significantly higher albedo observed in the overgrazed area is evident in the figure.

6.4.3 Western Australia

In western Australia, as reported by Lyons et al. (1993), the use of fencing to
prevent the movement of rabbits into an agricultural area is evident from satellite
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Figure 6.23 Landsat imagery of Chad.

imagery. In this region, 130 000 km2 of native perennial vegetation has been
transformed into winter-growing annual species. Lyons reported a 30% decline of
winter rainfall in this region which he attributes to the change of vegetation types.
Presumably, the winter crop is harvested such that subsequent transpiration of
water into the atmosphere is lost, whereas the perennial plants would be reaching
their peak growth (and transpiration) in the latter part of the winter and in the
spring.

6.4.4 Middle East

Otterman (1974) and Otterman and Tucker (1985) also used an area of con-
trasting land use in the Negev Desert–Sinai Peninsula region to demonstrate
how desertification works. Figure 6.24a presents satellite imagery of this region,
in which the political boundary between Egypt and Israel is clearly shown. In
Israel grazing was controlled such that dark plant debris and limited clumps
of living vegetation reduced the albedo of the surface. In the Egyptian area,
in contrast, overgrazing by goats permitted few plants to survive so that the
soil became more mobile and covered the vegetation debris. The result was a
higher albedo from the light bare soil. Figure 6.24b documents using a numeri-
cal model simulation that surface ground temperature differences over 5 �C can
result with the desertified area being cooler. Otterman suggests that these cooler
temperatures result in less annual precipitation than otherwise would occur due
to the reduced surface supplied buoyant energy for showers. Thus it would be
less likely for the vegetation to regenerate even if the grazing pressure were
removed.
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Figure 6.24 (a) This MODIS view shows the denuded high albedo regions
of the Sinai and Gaza Strip, in contrast to the darker western Negev. Sensor:
Terra/MODIS; Datastart: 2000-09-10; Visible Earth v1 ID: 5606; Visualization
date: 2000-10-12. Courtesy of NASA Visible Earth and Jacques Descloitres,
MODIS Land Science Team. See also color plate. (b) Predicted surface temper-
ature at 1300 LST for typical fall meteorological conditions over the same area.
From Mahrer and Pielke (1978).
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Mahrer and Pielke (1978) performed a model simulation of this region to
show that the gradient of surface temperatures due to the albedo differences
will cause preferential ascent (and thus more likely showers when the atmo-
sphere is favorable for cumulus convection over the Negev side of the bound-
ary). Otterman et al. (1990) suggest that natural vegetation in a semi-arid or
arid region could have a more positive impact on rainfall than the tarring
of high albedo sandy desert areas as proposed by Black and Tarmey (1963).
Otterman et al. concluded that land management has a significant impact on
climate.

6.5 Deforestation

6.5.1 Historical perspective

Deforestation is another type of landscape change. Deforestation occurs when
lumbering and fires remove extensive areas of trees from a region. Such defor-
estation occurred, for example, in the eastern United States in the nineteenth
century and resulted in an almost total removal of the original uneven aged, cli-
max forest. Only in the Great Smoky Mountain Forest, where about 40% of the
virgin trees remain, can one appreciate the large diameter deciduous and ever-
green trees and sparse understory vegetation that originally covered the area prior
to European settlement. During the last 50 to 75 years, as small farms became
less economically viable, large areas of the forest has returned as the nutrient-
rich organic soils in the midlatitude region permitted regrowth from root sprouts,
natural seedings, and forestry planting of seedlings. Thus while the deforesta-
tion was extensive, a new forest, albeit of a different species composition and
age, has evolved in non-agricultural and non-urban areas in the eastern United
States.

6.5.2 Amazon

More recent deforestation has occurred in the Amazon region and the influence
of this removal of trees on global climate has been the subject of considerable
interest (Dickinson, 1987; Lean and Warrilow, 1989). There are regional effects
of this deforestation as well. Currently, it is estimated that the water vapor
for about 50% of rainfall within the Amazon Basin is from local evaporation
and transpiration (Salati et al., 1978). Figure 6.25 shows that the removal of
trees is not completed as one vast clear-cutting but is accomplished through
a series of strips of several kilometers in width and in large clear-cut areas.
Local wind circulations develop in response to these landscape alterations
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Figure 6.25 Examples of clear-cutting of the tropical forest in two areas of the
Amazon. Photos provided by Carlos Nobre of the Center for Weather Prediction
and Climate Studies – CPTEC, INPE, Brazil. See also color plate.
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that result in an enhancement of local rainfall and cloudiness (Avissar and
Liu, 1996).

A major difference between the midlatitude forests and forests in the humid
tropics such as the Amazon is the absence of substantial organic material and
trace metals in the soils in the tropical environment. The heavy rains in the region
leach nutrients to below the root layers with the result that much of the nutrients
required for vegetation development and growth are within the living and recently
dead plants. A rapid recycling of nutrients occurs as new vegetation generates
from the rapidly decomposing plants. In the absence of this rapid recycling, rains
would deplete the root zones of the needed plant food. Thus, the removal of trees
by lumbering short-circuits the recycling. In the absence of these nutrients, even
an increase of rainfall due to the patchiness of the timber cutting may not benefit
the regeneration of the forest.

Several field studies have been undertaken in the Amazon in order to better
understand the influence of this natural vast forest area on climate and weather. In
1985 and 1987, the Amazon Boundary Layer Experiment (ABLE) was completed
(Garstang et al., 1990). Among the results it was confirmed that local wind
circulations apparently develop in response to large rivers in the area being
adjacent to the forests (Miller et al., 1988). A similar atmospheric response would
be expected when large areas are cleared of trees. The Anglo-Brazilian Amazonian
Climate Observation Study (ABRACOS) was initiated at the end of 1990 to
investigate the influence of clear-cutting in the region. Results from the field study
(see Fig. 6.26) demonstrate that the forest captures more radiative energy than
an area which is pasture. During the daytime, the albedo, on average, is about
2.5% larger over the cleared area with the resultant wind speed, temperature, and
moisture profiles shown in Figs. 6.27, 6.28, and 6.29.

These measurements show that the temperature change is twice as great over
the cleared area with even a greater variation in wind speed. Early morning fog
or mist is observed in the clearings, while such moisture saturation is almost
unknown in the forest.

6.5.3 Africa

The influence of deforestation in another tropical area, southern Nigeria, is dis-
cussed in Ghuman and Lal (1986). Figure 6.30, from that study, is consistent
with the results from the Amazon in that the diurnal range of temperature is
substantially greater over the cleared ground. This figure also shows that the
influence of forest results in somewhat cooler temperatures deeper in the soil
(i.e., 50 cm).
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Figure 6.26 (a) Mean hourly albedo at the clearing and forest sites in the
Amazon for the study period from 12 October to 10 December 1990. (b) Mean
hourly net all-wave radiation at the clearing and forest sites for the same study
period. From Bastable et al. (1993).

6.6 Regional vegetation feedbacks

Eastman et al. (2001a,b) have shown that land-use change, grazing, and the
biogeochemical effect of increased carbon dioxide can significantly alter the
regional climate system in the central Great Plains of the United States. Figure 6.31
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Figure 6.27 Mean hourly wind speed at clearing and forest sites in the Amazon
for the period 12 October to 10 December 1990. From Bastable et al. (1993).

shows these effects on maximum and minimum temperature, rainfall, and above-
ground biomass growth, during a growing season averaged over the central Great
Plains. For example, the effect of enhanced atmospheric concentrations of carbon
dioxide on plant growth on a seasonal timescale is shown to be much more
important than the radiative effect of enhanced atmospheric carbon dioxide for
this region.

The nonlinear effect of vegetation–atmospheric feedback on this scale also
results in a complex spatial and temporal pattern of response. Not only is there
a teleconnection of atmospheric conditions to locations distant from where the
land feedback occurs, but the landscape at distant locations itself is influenced by
the altered weather. In manipulative vegetation experiments where carbon diox-
ide concentrations are arbitrarily increased, for example, this nonlinear feedback
between the atmosphere and land surface is missed since there is no feedback to
the regional weather (with greater vegetation cover resulting in greater summer
rainfall and cooler maximum temperatures).

The biogeochemical effect of enhanced carbon dioxide and trace gas concen-
tration, and of aerosol deposition (such as nitrogen; Raddatz, 2003; Galloway
et al., 2004; Holland, 2005) on landscape dynamics has also not been adequately
considered. For example, Jenkinson et al. (1991) demonstrated a significant
positive carbon dioxide radiative feedback where soils released carbon to the atmo-
sphere under warming conditions. Lenton (2000), using a simple box model, and
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Figure 6.28 Mean hourly air temperature at screen height at the clearing and
forest sites in the Amazon for (a) the dry period from 12 to 21 October 1990 and
(b) the wet period from 1 to 10 December 1990. From Bastable et al. (1993).

Cox et al. (2000) using general circulation model (GCM) sensitivity experiments,
showed that biogeochemical feedbacks in conjunction with an increased carbon
dioxide radiative warming produced an amplified regional and global temperature
increase. These results are in contrast to those of Eastman et al. (2001a) where a
cooler daytime and warmer nighttime in the central Great Plains was simulated in
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Figure 6.29 Mean hourly specific humidity deficit at screen height at the
clearing and forest sites in the Amazon for (a) the dry period from 12 to 21
October 1990, and (b) the wet period from 1 to 10 December 1990. From
Bastable et al. (1993).

response to greater plant growth in a doubled carbon dioxide atmosphere. Zeng et al.
(2004) showed that abrupt transitions can occur in semi-arid regions associated with
the dynamical interactions of soil water and vegetation which further illustrates the
complexity of the nonlinear interactions between vegetation and the atmosphere.
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Figure 6.30 Diurnal fluctuations in soil and air temperature under forest and
on cleared land in southern Nigeria. From Ghuman and Lal (1986).

Niyogi and Xue (2006) used a coupled process-based model to show that the
carbon assimilation potential for each of the GCM land-use categories (compris-
ing both C3 and C4 photosynthesis pathways) is sensitive to the soil moisture
availability. Niyogi et al. (2004) and Gu et al. (2003) have shown that atmo-
spheric aerosols, through their increase of the fraction of diffuse sunlight, enhance
photosynthesis. Nemani et al. (2002) demonstrated how increased precipitation
and humidity over the United States, particularly during the period from 1950
to 1993 increased the growth of natural vegetation more than increased carbon
dioxide and warmer temperatures did. Ozone pollution in China has been shown
to affect crop yields which will necessarily affect transpiration in the region
(Chameides et al., 1999).

The presence of drought and hydrological feedbacks associated with land-
use change locally or through teleconnections, therefore, have a direct impact
on the source/sink capabilities of the terrestrial ecosystem. These studies illus-
trate the significant role that biogeochemistry has within the climate system.
This feedback, along with other climate forcings and feedbacks (Pielke, 2001b),
make climate prediction on timescales of years and longer a particularly difficult
problem.
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Figure 6.31 RAMS/GEMTM nonlinear coupled model results – the seasonal
domain-averaged (central Great Plains) for 210 days during the growing sea-
son, contributions to maximum daily temperature, minimum daily temperature,
precipitation, and leaf area index (LAI) due to: f1 = natural vegetation, f2 =
2×CO2 radiation, and f3 = 2×CO2 biology. From Rial et al. (2004) with kind
permission of Springer Science and Business Media.

Land-use/land-cover change

Grass/cropland Irrigation Forest

Shallow root
depth

High surface
albedo

Low surface
albedo

High seasonal
LAI

Deeper root
depth

Low seasonal
LAI

Depressed Bowen
ratio (LHF/SHF)

Depressed soil
moisture recycling

Gound water
pumping

Enhanced soil
moisture recycling

Enhanced Bowen
ratio (LHF/SHF)

Shallow moist
PBL

Deep dry PBL
Low CAPE High CAPE

Local/regional climate
Moist convection process, mesoscale circulation (sea/land–land breeze)

Moisture/carbon/nitrogen allocation in soil

Figure 6.32 Hypotheses of the influence of land-use/land-cover change on
regional climate. From Pielke et al. (2006a).
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Figure 6.33 Increased carbon dioxide on biological activity as it influences
weather. From Pielke et al. (2006a).

6.7 Conclusion

Figures 6.32 and 6.33 illustrates the pathways that land-use/land-cover change
and vegetation dynamics in response to increased concentration of carbon dioxide
act as climate forcings and feedbacks. Table 6.2 provides a summary list of
additional examples of papers which document the role of these climate forcings
and feedbacks in the climate system.

Table 6.2 Regional land-use/land-cover assessments: effect on weather and
climate

Geographic region Reference

Africa Brovkin et al. (1998, 2004), Claussen (1997), Claussen and
Gayler (1997), Claussen et al. (1999, 2002, 2003), Eltahir
(1996), Eltahir and Gong (1996), Gong and Eltahir (1996),
Irizarry-Ortiz et al. (2003), Kiang and Eltahir (1999), Kim and
Eltahir (2004), Maynard and Royer (2004), Pinty et al. (2000),
Polcher and Laval (1994a,b), Snyder et al. (2004a), Wang and
Eltahir (2000a,b,c,d,e, 2002), Wang et al. (2004), Xue et al.
(1990, 2004a), Zhang et al. (2001), Zheng and Eltahir (1997,
1998), Zheng et al. (1999)

Alaska, USA Mölders and Olson (2004)
Amazon Baidya Roy and Avissar (2002)a, Chagnon and Bras (2005),

Chagnonetal. (2004),Chenetal. (2001),CostaandFoley(2000),
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Dickinson and Kennedy (1992), Dirmeyer and Shukla (1994),
Dolman et al. (1999), Durieux et al. (2003)a, Eltahir and
Bras (1993a, 1994a,b), Eltahir et al. (2004), Gash and
Nobre (1997)a, Gedney and Valdes (2000), Hahmann and
Dickinson (1997), Henderson-Sellers and Gornitz (1984),
Henderson-Sellers et al. (1993), Kleidon and Heimann (1999,
2000), Kleidon and Lorenz (2001), Lean and Rowntree (1997),
Lean and Warrilow (1989), Mylne and Rowntree (1992), Negri
et al. (2004)a, Nobre et al. (1991), Oyama and Nobre (2003,
2004), Polcher and Laval (1994a,b), Shukla et al. (1990), Silva
Dias et al. (2002), Wang et al. (2000), Werth and Avissar
(2002), Zeng (1998), Zeng et al. (1996), Zhang et al. (1996a,
2001)

Atlanta, Georgia, USA Shepherd et al. (2004)
Australia Eberbach (2003)a, Gero et al. (2006), Gordon et al. (2003)a,

Huang et al. (1995a,b), Lyons (2002), Lyons et al. (1996),
Miller et al. (2005), Narisma and Pitman (2003, 2004, 2006),
Narisma et al. (2003), Peel et al. (2005), Pitman and Narisma
(2005), Pitman et al. (2004), Ray et al. (2003), Timbal et al.
(2002)a, Timbal and Arblaster (2006)

Boreal Forest Betts (2000), Bonan et al. (1992), Brovkin et al. (2003),
Steyaert et al. (1997), Vidale et al. (1997)

Brazil Oyama and Nobre (2004)
Canadian Prairie Hanesiak et al. (2004), Raddatz (1998, 1999, 2000a, 2003,

2005), Raddatz and Cummine (2003)a

Central Africa Eltahir et al. (2004), Mylne and Rowntree (1992), Werth and
Avissar (2005)

Central America Ray et al. (2006)
China Gao et al. (2003), Ming and Xinmin (2002)a, Sen et al. (2004a,

b), Simmonds et al. (1999)a, Suh and Lee (2004)a, Wang et al.
(2003), Wang et al. (2004), Wei and Fu (1998), Xue (1996),
Xuejie et al. (2003)a, Zhao and Pitman (2005), Zheng et al.
(2002)a

Colorado, USA Borys et al. (2003), Chase et al. (1999)a, Hanamean et al.
(2003)a, Pielke and Zeng (1989)a, Segal et al. (1988, 1989)a,
Stohlgren et al. (1998)

Costa Rica Lawton et al. (2001), Nair et al. (2003)
East Asia Suh and Lee (2004)a

East of 100�, USA Bonan (1999)
Eurasian Boreal Forest Betts (2000), Douville and Royer (1997)
Europe Dolman et al. (2004), Gaertner et al. (2001), Gates and Liess

(2001), Heck et al. (1999, 2001)
Florida, USA Marshall et al. (2003, 2004a,b), Pielke et al. (1999b)
Germany Mölders (1998, 1999a, 2000a,b), Mölders and Rühaak (2002)
Great Plains, USA Adegoke et al. (2006) Cheng and Cotton (2004), Eastman et al.

(2001a,b), Grossman et al. (2005), Holt et al. (2006) Mahmood
and Hubbard (2002, 2003)a, Mahmood et al. (2004a, 2006)
Muhs and Holliday (1995), Niyogi et al. (2006), Segal et al.
(1995)a, Strack et al. (2004)
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Table 6.2 (cont.)

Geographic region Reference

Houston, Texas, USA Jin et al. (2005), Shepherd and Burian (2003)
India Bosilovich and Schubert (2002)a, Douglas et al. (2006),

Niyogi et al. (2003)
Indonesia Polcher and Laval (1994a)
Israel (southern) De Ridder and Gallée (1998)a, Otterman et al. (1990)a

Japan Ichinose (2003), Suh and Lee (2004)a

Kansas, USA Clark and Arritt (1995)a

Korea Suh and Lee (2004)a

Mexico Asner and Heidebrecht (2005)
Middle Europe Millán et al. (2005), Mölders (1999b)
Midlatitudes Mahfouf et al. (1987)a, Segal et al. (1988)a, Seth and

Giorgi (1996)a

Midwest, USA Bonan (2001), Carleton et al. (2001)a, Changnon et al.
(2003)a, Diffenbaugh (2005), Georgescu et al. (2003),
Rozoff et al. (2003), Weaver and Avissar (2001, 2002)

Mississippi River Basin, USA Twine et al. (2004)
Nebraska, USA Adegoke et al. (2003)a

New York, USA Jin et al. (2005)
North Africa Cathcart and Badescu (2004), Xue (1997)
North America Bosilovich and Schubert (2002)a, Segal et al. (1998)a,

Skinner and Majorowicz (1999)
Oklahoma, USA Basara and Crawford (2002)a, McPherson et al. (2004)a

Oklahoma and Kansas, USA Weaver and Avissar (2001)a

Phoenix, Arizona, USA Diem and Brown (2003)
Puerto Rico van der Molen et al. (2005)
Regional paleo-studies Rivers and Lynch (2004)
Sahel Charney (1975), Clark et al. (2001, 2004), Claussen and

Gayler (1997), De Ridder (1998), Dolman et al. (2004),
Hutjes et al. (2003), Nicholson (2000), Nicholson et al.
(1998), Taylor et al. (2002), Wang and Eltahir (2000a),
Wang et al. (2004), Xue (1997), Xue and Shukla (1993),
Xue et al. (2004b), Zeng et al. (1999)

Sonoran Desert, Mexico Balling (1988)a

Southeast Asia Henderson-Sellers et al. (1993), Kanae et al. (2001), Sen
et al. (2004a), Zhang et al. (2001)

South America Beltran, (2005), Cook and Vizy (2006), Eltahir and
Bras (1993a,b, 1994a,b), Eltahir and Humphries (1998);
Eltahir and Pal (1996), Oyama and Nobre (2003), Vizy
and Cook (2005), Wang et al. (1998, 2000)

Spain Hasler et al. (2005), Miao et al. (2003)a

Tennessee, USA Banta and White (2003)a

Texas, USA Barnston and Schickedanz (1984)a, Beebe (1974)a,
Moore and Rojstaczer (2002), Shepherd et al. (2002)

Tropical Savannas Hoffmann et al. (2002)a

United States Alig et al. (2004), Baidya Roy et al (2003)a,
Bonan (1997, 1999), Christy et al. (2006), Civerolo
et al. (2000)a, Copeland et al. (1996), Givati and
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Rosenfeld (2004), Hale et al. (2006), Kalnay and Cai (2003),
Kalnayetal. (2006),Limetal. (2005),Panetal. (2004),Shepherd
et al. (2002), Xue et al. (1996, 2001)

West Africa Cathcart and Badescu (2004), Mohr et al. (2003)a, Xue and
Shukla (1993), Zeng et al. (2002), Zheng and Eltahir (1997,
1998a)

Other studies of
mesoscale effects

Avissar and Chen (1993), Avissar and Liu (1996), Chase et al.
(1999), Chen and Avissar (1994a), Goutorbe et al. (1994),
Lynn et al. (1995a), Mahfouf et al. (1987), Mahrt et al. (1994),
Ookouchi et al. (1984), Pielke et al. (1991b), Segal and Arritt
(1992), Segal et al. (1988), Stohlgren et al. (1998), Taylor
et al. (1998), Wang et al. (1997, 1998), Weaver and Avissar
(2001)

aInformation was provided by Dr. Rick Raddatz.

Additional reading

There are several useful texts that are available to provide additional in-depth
information on the material in this chapter. These include:

Arora, V., 2002. Modeling vegetation as a dynamic component in
soil–vegetation–atmosphere transfer schemes and hydrologic models. Revs.
Geophys., 40, 1006, doi:10.1029/2001RG 000103.

Bonan, G. B., 2002. Ecological Climatology: Concepts and Applications. New York:
Cambridge University Press.

Dolman, A. J., A. Verhagen, and C. A. Rovers, 2003. Global Environmental Change and
Land Use. Dordrecht, The Netherlands: Kluwer.

iLEAPS, 2004. Integrated Land Ecosystem-Atmosphere Processes Study (iLEAPS): The
IGBP – Land-Atmosphere Project. Science Plan and Implementation Strategy.
Available online at: www.atm.helsinki.fi/ILEAPS/index.php?page=draft

Lambin, E. F., H. J. Geist, and E. Lepers, 2003. Dynamics of land-use and land-cover
change in tropical regions. Ann. Rev. Environ. Resources, 28, 205–241.

Lee, T. J., R. A. Pielke, and P. W. Mielke Jr., 1995: Modeling the clear-sky surface
energy budget during FIFE87. J. Geophys. Res., 100, 25585–25593.

Lepers, E., E. F. Lambin, A.C. Jenetos, et al., 2005. A synthesis of information on rapid
land-cover change for the period 1981–2000. BioScience, 55, 115–124.

McCumber, M. C., and R. A. Pielke, 1981. Simulation of the effects of surface fluxes of
heat and moisture in a mesoscale numerical model. I. Soil layer. J. Geophys. Res.,
86, 9929–9938.

Northern Eurasia Earth Science Partnership Initiative (NEESPI), 2004. NEESPI Science
Plan, P. Y. Groisman and S. A. Bartalev, eds. Available online at NEESPI.gsfc.
nasa.gov/

Orme, A. R. (ed.), 2002. Physical Geography of North America. Oxford, UK: Oxford
University Press.

Pitman, A. J., 2003. Review: The evolution of, and revolution in, land surface schemes
designed for climate models. Int. J. Climatol., 23, 479–510.

Waring, R. H., and S. W. Running, 1998: Forest Ecosystems: Analysis at Multiple
Scales, 2nd edn. San Diego, CA: Academic Press.



7

Concluding remarks regarding deliberate and
inadvertent human impacts on regional weather and

climate

We have seen that there is considerable evidence suggesting that anthropogenic
activity, either in the form of constructing major urban areas, changing natural
landscape to agricultural and grazing areas, or emission of particles and gases,
has contributed to changes in weather and climate on the regional scale. There
is a diversity of views on the demonstration of this evidence, however, with a
distinction between deliberate and inadvertent weather and climate changes. It
is curious, for example, that the scientific community has accepted the rainfall
change results obtained in studies such as METROMEX as being valid, yet has
questioned the validity of cloud-seeding-induced changes in rainfall inferred from
well-designed, randomized cloud seeding experiments.

The answer to this paradox lies in human psychology. As an example, Dr. Stan
Changnon described a conversation he had with Dr. John Tukey, one of the
world’s leading statisticians, following a meeting of the Weather Modification
Advisory Board in the 1990s. Stan asked John why the statisticians had been very
critical of attempts to prove planned weather modification of clouds and rainfall
was successful, yet were not so critical of inadvertent weather modification (i.e.,
the cities are not randomized). John looked up at Stan and said, “Well, Stan, in the
end it is just a lot more believable that a big city can cause clouds, rain, and hail
than it is that a small amount of seeding material can.” In other words, no matter
how objective we attempt to be, a certain amount of subjectivity is involved in
accepting the results of any scientific study.

In summary, while there is considerable evidence supporting the hypothesis that
human activity is inadvertently modifying weather and climate on the regional
scale, much more research is required to pinpoint the causes of inferred human-
related weather anomalies and to strengthen the statistical inferences and physical
understanding.

Unfortunately, United States federal funding of inadvertent weather modifica-
tion fell sharply in the 1980s along with that of deliberate weather modification.
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For some incomprehensible reason, funding of inadvertent weather modification
has apparently been tied to funding of advertent weather modification. To some
extent, funding for inadvertent weather modification fell through the cracks of the
funding agencies. It does not fit into the mission-oriented agencies that have sup-
ported planned weather modification, so little support came from those agencies.
It does fit within the mission of the Environmental Protection Agency (EPA), but
the research program there, with respect to inadvertent local and regional weather
and climate changes, was seriously weakened under the Reagan administration.
Because inadvertent modification and planned weather modification were placed
within the same program in the National Science Foundation, cuts in the planned
weather modification program also cut the already meager program in inadvertent
weather modification. Again, the lack of a lead agency or a funded, coordinated
program in weather modification appears to be limiting progress in furthering
our quantitative understanding of deliberate and inadvertent human impacts on
weather and climate on the local and regional scale.
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Human impacts on global climate
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Overview of global climate forcings and feedbacks

8.1 Overview

The Earth’s global climate system consists of the atmosphere, oceans, land, and
continental glaciers as illustrated in Fig. 8.1. In this framework, variables such as
salinity, soil moisture, and flora are integral to the functioning of this dynamic
system. All of these variables are climate variables. Several of these climate
forcings were discussed in a regional context in Chapters 5 through 7. Here
we present a global perspective. This definition of climate is broader than the
definition of climate as long-term weather statistics (Pielke, 1998).

A climate forcing is defined as “an energy imbalance imposed on the climate
system either externally or by human activities” (National Research Council,
2005). Climate forcing can be separated into radiative and non-radiative forc-
ing following the definitions provided in National Research Council (2005). A
radiative forcing is reported in the climate change scientific literature as a change
in energy flux at the tropopause, calculated in units of watts per square meter.
A non-radiative forcing is a climate forcing that creates an energy imbalance that
does not immediately involve radiation. An example is the increasing latent heat
flux resulting from agricultural irrigation. A direct forcing is a climate forcing that
directly affects the radiative budget of the Earth’s climate system. For example,
this perturbation may be due to a change in concentration of the radiatively active
gases, a change in solar radiation reaching the Earth, or changes in surface albedo.
A climate feedback is an amplification or dampening of the climate response to
a specific forcing due to changes in the atmosphere, oceans, land, or continental
glaciers. These definitions are summarized in Appendix C as given in National
Research Council (2005).

Figure 8.2 schematically illustrates the relation of climate forcings to the climate
response. Also included in this figure are identified forcings, which are discussed
in this chapter.
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The climate system
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Figure 8.1 The climate system, consisting of the atmosphere, oceans, and land.
Critical state variables for each sphere of the climate system are listed in the
boxes. For the purposes of this report, the Sun, volcanic emissions, and human-
caused emissions of greenhouse gases or changes to the land surface are consid-
ered external to the climate system. From National Research Council (2005).
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National Research Council (2005).
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8.2 Atmospheric radiation

The principal source of energy driving the atmospheric/ocean system comes from
the Sun. In order to understand the potential for human impact on global climate,
we must have at least a general understanding of how the Sun’s energy is dis-
tributed through the atmosphere–Earth–ocean system. The Sun emits most of its
radiant energy over wavelengths ranging from 0.2 to 1�8 �m, with a peak in inten-
sity at 0�470 �m. As shown in Fig. 8.3, the spectrum of energy emitted by the Sun
closely approximates the energy spectrum emitted by a perfect absorber–emitter
substance (or what we call a blackbody) having a temperature of 5900 K. On
the other hand the spectrum of energy emitted by the Earth emits radiant energy
with a peak in spectral density at wavelengths between 10 and 15 �m. Thus the
combination of radiation energy emitted by the Sun as received by the Earth at
its orbital distance and emitted by the Earth span from less than 0�2 �m to greater
than 50 �m. The spectrum of energy emitted by the Sun and the Earth, however,
exhibit very little overlap. We therefore refer to the energy emitted by the Sun as
shortwave radiation and the energy emitted by the Earth and its atmosphere as
longwave radiation.

Solar irradiation curve outside atmosphere

Solar irradiation curve at sea level

Curve for blackbody at 5900 K
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Figure 8.3 Spectral distribution curves related to the Sun; shaded areas indicate
absorption at sea level, due to the atmospheric constituents shown. From Gast
et al. (1965). © McGraw-Hill; Reprinted by permission.
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As atmospheric radiation passes through the atmosphere it interacts with the
gases and particulates. Some of the radiant energy is absorbed, some scattered,
and some unaffected. The amount of energy absorbed and scattered varies with
the wavelength of the radiant energy, the type of gases, and the size and chemical
composition of the particles. The absorbed energy is converted to heat in the
atmosphere and that energy is reradiated at a wavelength and intensity that corre-
sponds to the temperature and composition of the absorbing gases or particulates.
The amount of energy that is scattered, however, is simply redirected in space (or
reflected) with no change in intensity. The amount of energy scattered and the
directions in which it is scattered depends on the wavelength of the radiation as
well as the types of gases and size and composition of particles.

8.2.1 Absorption and scattering by gases

As shown in Fig. 8.3, the energy spectrum incident at the top of the atmosphere is
significantly attenuated by the time it reaches the Earth’s surface at sea level. It is
not attenuated uniformly across the spectrum, however, but instead major energy
losses occur over rather narrow bands, called absorption bands. In a cloud-free
clean atmosphere the primary absorbers of shortwave radiation are ozone and
water vapor. Airborne particles, or aerosols, in typical non-polluted air contribute
less to absorption. At wavelengths less than 0�3 �m, oxygen and nitrogen absorb
nearly all the incoming solar radiation in the upper atmosphere. Between 0.3 and
0�8 �m, however, little gaseous absorption occurs. Only weak absorption by ozone
takes place over this spectral range. At wavelengths less than 0�8 �m Rayleigh
scattering by oxygen and nitrogen molecules also depletes the radiant energy that
reaches the surface. At longer wavelengths absorption in various water vapor
bands is quite pronounced while weak absorption by carbon dioxide and ozone
also occurs.

Absorption of longwave radiation occurs in a series of bands. The principal nat-
ural absorbers of longwave radiation are water vapor, carbon dioxide, and ozone.
Figure 8.4 illustrates the infrared spectrum obtained by a scanning interferometer
looking downward from a satellite over a desert. Strong absorption by carbon
dioxide at a wavelength band centered at 14�7 �m is shown by the emission of
radiance at a temperature of 220 K which is representative of stratospheric tem-
peratures. The stratosphere contributes mainly to the peak of this band. Water
vapor absorption bands at 1.4, 1.9, 2.7, and 6�3 �m, and greater than 20 �m,
cause emissions corresponding to midtropospheric temperatures. Little absorption
is evident in the region called the atmospheric window between 8 and 14 �m.
Here the satellite observed radiance corresponds to the surface temperature of
the desert except for a slight depression in magnitude due to departures of the
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Figure 8.4 Atmospheric spectrum obtained with a scanning interferometer on
board the Nimbus 4 satellite. The interferometer viewed the Earth vertically as
the satellite was passing over the North African desert. After Hänel et al. (1972).
© [1972] American Geophysical Union. Reproduced with permission from the
American Geophysical Union.

emittance of sand from its block body value of unity. A distinct ozone absorption
band is evident at about 9�6 �m in the middle of the window. Although not very
evident in the figure, weak continuous absorption also occurs across the window
believed to be due to the presence of clusters or dimers of water vapor molecules.

In summary, the principal natural gaseous absorbers of terrestrial radiation are
carbon dioxide and water vapor. These are the so-called principal “greenhouse”
gases. The basic greenhouse concept was probably first proposed by Fourier
(1827). Later, Arrhenius (1896) calculated the effects of varying carbon dioxide
concentrations on surface temperatures and even included the impact of water
vapor absorption in his calculations. He estimated that a 2.5- to 3-fold increase in
carbon dioxide would increase temperatures in Arctic regions by 8–9 �C. His intent
was to examine the impact of greenhouse gases on ice ages and glaciation and
was not particularly concerned about human sources. As early as 1938, Callendar
(1938) became concerned about the impacts of anthropogenic emissions of carbon
dioxide on global temperatures. Therefore, the basic concept that anthropogenic
sources of carbon dioxide and other greenhouse gases can warm the atmosphere
is not new, but reports suggesting that global average surface temperatures are
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rising has caused a great deal of concern about potential human impact on climate,
and resulted in major research activities in global climate change.

In the absence of so-called greenhouse gases, the average surface temperature
of the Earth would be over 30 �C cooler than it is today. This is because the
greenhouse gases absorb upwelling terrestrial radiation and radiate the absorbed
gases, both upward and downward, causing a net gain in energy (reduced loss)
at the Earth’s surface. Without those greenhouse gases, a larger fraction of the
upwelling terrestrial radiation would escape through the atmospheric window to
space. The major greenhouse gas is water vapor which varies naturally in space
and time due the Earth’s hydrological cycle (e.g., see Randall and Tjemkes, 1991).
The second most important greenhouse gas is carbon dioxide. In contrast to water
vapor, carbon dioxide is rather uniformly distributed throughout the troposphere,
although the radiative forcing associated with it is more heterogeneous as a result
of spatial (e.g., latitudinal) and temporal variations in tropospheric temperature
and water vapor concentrations, and in surface emissions and absorption.

We discuss the greenhouse effect further in Subsection 8.2.4. Other strong
absorbers of terrestrial radiation are methane, nitrous oxide, and chlorofluoro-
carbons (CFCs). Currently the concentrations of these gases are so small that
their contributions to infrared absorption cannot be easily detected by satellite.
The concentrations of CFCs, for example, are six orders of magnitude (a million
times) smaller than carbon dioxide. The concern about CFCs is that per molecule
they are 20 000 times more effective at absorbing infrared radiation than carbon
dioxide.

8.2.2 Absorption and scattering by aerosols

The radiative properties of aerosol particles is a complicated function of their
chemistry, shape, and size spectra. Moreover, if the aerosol particles are hygro-
scopic, their radiative properties change with the relative humidity of the air.
At relative humidities greater than 70%, the hygroscopic particles (called haze)
take on water vapor molecules and swell in size, thus changing their radiative
properties not only because of size effects but also because of changes in their
complex indices of refraction as the water-solution–particle mixture changes in
relative amounts.

Dry aerosol particles in high concentrations such as over major polluted urban
areas and over deserts can cause substantial absorption and scattering of solar
radiation. In some polluted boundary layers, aerosol absorption has been estimated
to result in heating rates on the order of a few tenths to several degrees per
hour (Braslau and Dave, 1975; Welch and Zdunkowski, 1976). In the Saharan
dust layer, aerosol absorption has been calculated to produce a heating of 1–2 �C
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per day. As discussed more fully in Chapter 9, modeling studies suggest that
radiative heating of haze and dust can alter the atmospheric general circulation
(Chung and Ramanathan, 2003) and even desiccate clouds (Hansen et al., 1997a;
Ackerman et al., 2000a).

The effects of aerosols on infrared radiation transfer is less, being mainly
limited to the atmospheric window where gaseous absorption is weak (Ackerman
et al., 1976; Welch and Zdunkowski, 1976; Carlson and Benjamin, 1980). Some
evidence of aerosol effects on longwave radiation heating/cooling have been
detected over very deep Saharan dust layers and very polluted airmasses (Welch
and Zdunkowski, 1976; Carlson and Benjamin, 1980; Saito, 1981). There is also
some evidence that the swelling of haze particles at high relative humidities
enhances their effectiveness in absorbing infrared radiation.

8.2.3 Absorption and scattering by clouds

Like aerosol particles, cloud droplets, raindrops, and ice particles (hydrometeors)
interact with radiation in complex ways. The amount of absorption and scatter-
ing depends on the wavelength of the incident radiation and on the size of the
hydrometeors, and the hydrometeor phase and shape. Numerous small, liquid
cloud droplets are strong reflectors of solar radiation, while raindrops, though
much fewer in number, are strong absorbers of solar radiation, but small contrib-
utors to scattering. Likewise, numerous small ice crystals can be strong reflectors
of solar radiation while being weak absorbers. The amount of energy reflected by
ice crystals depends on the ice crystal habit (i.e., dendrites vs. needles or columns)
and on the preferred fall orientation of the ice crystals relative to the direction of
incident radiation.

Important to the radiative properties of clouds is their liquid water (or frozen
water) path. The liquid water path is the cumulative condensed water (or frozen
water) along the direction of the incident radiation in a cloud. If this radiative
energy becomes sufficiently scattered such that it is isotropic, the liquid water path
becomes equal to the remaining depth of the cloud. A shallow cloud, such as some
stratocumulus clouds, may have a relatively small liquid water content through a
depth of a kilometer or so. As a result much of the Sun’s energy can pass through
the cloud without being appreciably attenuated. It will still appear relatively bright
beneath the clouds and the disk of the Sun may still be visible. The same is
true for high thin cirrus clouds which often cause only weak attenuation of solar
radiation. In contrast deep cumulonimbus clouds contain appreciable amounts of
condensed liquid water through their depths. As a result these clouds often appear
very dark, even black, because solar radiation is nearly completely attenuated.
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Except for very deep, wet clouds, absorption of solar radiation by cloud droplets
and ice crystals is small. By contrast, absorption of longwave radiation by clouds
is quite large, while they reflect longwave radiation rather poorly. As much as
90% of incident longwave radiation can be absorbed in less than 50 meters
in moderately wet clouds. Clouds such as deep convective clouds and thick
stratus are such effective absorbers of longwave radiation that they are often
viewed as blackbodies, or perfect absorbers and emitters of terrestrial radiation.
A cumulonimbus cloud, for example, behaves like a blackbody after longwave
radiation has penetrated a distance of only 12 meters. By contrast, thin cirrus
clouds must be greater than several kilometers in depth before they behave as
blackbodies, which is generally greater than their depths.

We noted previously that in a cloud-free atmosphere, little gaseous absorption
takes place between 8 and 14 �m, or the atmospheric window. In a cloudy
atmosphere, on the other hand, there are no spectral regions where gaseous
absorption of longwave radiation is small. Clouds effectively slam the atmospheric
window shut, thereby limiting the amount of radiation emitted to space and
increasing the amount of longwave radiation re-emitted downward towards the
ground. See Chapter 9 for a more in-depth examination of the radiative impacts
of clouds.

8.2.4 Global energy balance and the greenhouse effect

To illustrate schematically the role of radiation on global climate change, consider
the globally averaged energy budget as shown in Fig. 8.5. Of the 100 units of
solar energy (this corresponds to 380 W m−2) entering the atmosphere, 19 units
are absorbed by water vapor, dust, and ozone, 4 units are absorbed by clouds, 8
units are scattered by air molecules, 17 units are reflected by clouds, 6 units are
reflected by the Earth’s surface back into space, and 46 units are absorbed at the
Earth’s surface. The Earth’s albedo as viewed from space is 0.31, which means
that 31% of the solar radiation incident on the Earth is reflected back to space.

At the Earth’s surface, 115 units of longwave radiant energy are emitted with 9
units escaping directly to space through the atmospheric window. A total of 106
longwave radiation units are absorbed by water vapor, carbon dioxide, ozone, and
clouds. Of that amount, 100 units are re-emitted and absorbed at ground, while 40
units are re-emitted to space by water vapor, carbon dioxide, and ozone, and 20
units are emitted to space at the tops of clouds. In addition, 7 units of heat energy
are input into the atmosphere from the surface as sensible heat and 24 units are
input as latent heat.

The climate of Earth will remain constant as long as the apportionment of energy
contributions to the global budget remain the same. Any systematic change in one
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Figure 8.5 Schematic diagram of the global average components of the Earth’s
energy balance to space with the values expressed as percentages where the total
solar radiation of 380 W m−2 corresponds to 100 units in the figure. Adapted
from MacCracken (1985) © US Government.

or more components can lead to a radiative imbalance in the global budget and
lead to warming or cooling of globally averaged heat content (Pielke, 2003). For
example, if all existing greenhouse gases were removed from the atmosphere, the
amount of longwave energy emitted to space would be greatly enhanced. This
would result in an average surface temperature of the Earth that is 30 �C cooler
than it is today. That is why the warming caused by absorption of longwave
radiation by water vapor, carbon dioxide, etc. is called the “greenhouse effect.”1

Let us consider some of the possible changes in the global energy budget that
can occur naturally.

8.2.5 Changes in solar luminosity and orbital parameters

The total energy output from the Sun cannot be viewed as being a constant (Lean,
2005). There is evidence suggesting that early in Earth history the Sun’s output
was 25% less than it is today. In recent history solar luminosity has been observed
to decline from 1980 to 1986 and to increase since 1986 (Willson et al., 1986;

1 The term “greenhouse” is somewhat of a misnomer as discussed by Bohren (1989). Actual greenhouses work
primarily through their influence in preventing the turbulent removal of heat from the building as a result of
the glass panes. The emissivity of the glass panes to infrared radiation is generally insignificant. The glass
panes permit sunlight to enter and heat the interior of the greenhouse.
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Willson and Hudson, 1988). The current solar irradiance on a plane perpendic-
ular to the incident energy at the top of the atmosphere is about 1365 W m−2

(Barkström et al., 1990). Attempts have been made to relate changes in solar
luminosity to observed solar parameters such as sunspot activity, solar diameter,
and umbral–penumbral ratio (Wigley et al., 1986; Pecker and Runcorn, 1990;
Friis-Christensen and Lassen, 1991). The data suggest that solar luminosity is
positively correlated to sunspot number with an 11-year cycle having an amplitude
of 0�1 W m−2 at the top of the atmosphere (Willson and Hudson, 1988). Estimates
of global mean surface temperature changes due to observed changes in sunspot
number are generally quite small, being on the order of less than 0.1 �C and as
a result undetectable (Wigley, 1988). Nonetheless, convincing statistical studies
suggest a correlation between sunspot number and meteorological parameters such
as temperatures at the 30 mb level in the Arctic (Labitzke, 1987). The implication
of those findings to surface temperatures remains unknown, however. There is
evidence (Friis-Christensen and Lassen, 1991; Kerr, 1991) that the length of the
solar cycle correlates very closely to the global average surface temperature. It
still remains a mystery, however, as to how such small changes in solar irradiance
caused by variations in sunspot number and the length of the solar cycle could
have a significant climatic impact. Some scientists speculate that some unknown
indirect amplification mechanism must exist.

There have been a number of attempts to use indirect measures of solar activity
to identify possible climatic impacts. Wigley (1988), for example, attempted to
infer changes in solar luminosity associated with variations in 14C concentrations
in tree rings. Because the production rate of 14C in the atmosphere is related
to the output of energetic particles from the Sun or solar wind, variations in
14C concentrations may be indicative of variations in solar irradiance. Histori-
cal records, for example, show a correlation between positive 14C anomaly and
sunspot minima. According to Wigley and Kelly (1990) the 14C concentration
peaked during the Little Ice Age in the seventeenth century and during earlier
intervals of glacial advance. Assuming that the 14C–climate link is real, Wigley
(1988) estimated the change in solar irradiance associated with observed changes
in 14C concentrations and inferred changes in surface temperatures over the last
several hundred years. He estimated that changes in solar irradiance associated
with 14C anomalies would translate into changes in global mean temperature of
a magnitude of 0.1–0.3 �C.

Variations in solar activity modulates both cosmic ray fluxes and solar irradi-
ance. It has been speculated that because enhanced solar activity enhances cosmic
ray fluxes which, in turn, will generate larger concentrations of ions in the atmo-
sphere, these ions will serve as cloud condensation nuclei (Carslaw et al., 2002).
Motivated by studies by Svensmark and Friis-Christensen (1997) that there is a
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statistical correlation between solar-modulated galactic cosmic fluxes and cloud
cover, Carslaw et al. argue that variations in galactic cosmic ray fluxes will
enhance CCN concentrations and thereby contribute to enhanced cloud cover.
The basis of this hypothesis was first discussed by Dickinson (1975). However,
a long chain of physical processes is required to go from enhanced galactic cos-
mic ray fluxes to enhanced cloud cover, much like many of the cloud seeding
hypotheses discussed in Part I. First of all, ions by themselves are very poor CCN
as they require supersaturations for activation that are much higher than occur in
the atmosphere. The ions must first coagulate with other ions and aerosols and
while doing so either absorb gases like sulfur dioxide or coagulate with small
hygroscopic particles to become soluble particles of sizes 0�1 �m or greater that
can serve as CCN at typical cloud supersaturations. Typically only 1% to 10% of
the total aerosol population meet these criteria. The hypothesis then builds on the
Twomey hypothesis described in Chapter 9 including Albrecht’s (1989) hypothe-
sis that enhanced CCN concentrations will suppress drizzle formation and lead to
enhanced cloud cover. We show in Chapter 9 that due to the strong non-linearity
of cloud systems once drizzle is involved, the response of clouds to reduced driz-
zle may not always lead to enhanced cloud cover. Certainly, variations in CCN
concentrations can at best be considered to be a second-order effect in determining
cloud cover. Thus other factors may be involved in producing the correlations
between cloud cover and cosmic ray fluxes as suggested by Udelhofen and Cess
(2001) or Dickinson (1975), or the statistical correlations are just that, and do not
represent any real physical linkage.

The net output of energy from the Sun is not only important to climate vari-
ability, but the distribution of the Sun’s energy on the Earth–atmospheric system
is also important in controlling global temperatures and whether or not Earth
may be moving into an ice age. Variations in the pattern of energy reaching the
Earth’s surface, in turn, are caused by slow changes in the geometry of the Earth’s
orbit around the Sun and in the Earth’s axis of rotation. The fundamental theory
predicting the onset of ice ages in response to changes in orbital parameters is
attributed to M. Milankovitch (see Imbrie and Imbrie, 1979; Berger, 1982). As
shown in Fig. 8.6 the important orbital parameters are (a) the eccentricity of the
orbit, (b) the axial tilt which affects the distribution of sunlight, and (c) the preces-
sion of the equinoxes. The amount of radiation reaching polar latitudes in summer
is important to the onset of ice ages, since it is the amount of summer melting
of glaciers which largely determines whether glaciers are growing or receding.
Thus a decrease in axial tilt causes a decrease in summer radiation. Likewise an
increase in Earth–Sun distance in any season causes a decrease in radiation during
that season and the strength of those effects varies systematically with latitude.
The effect on the net solar radiation received at the surface in response to the



164 Overview of global climate forcings and feedbacks

Fall

Perihelion
(January)

Sun β R

Center

Aphelion
(July)

Spring

Eccentricity of orbit = β/R

Summer solstice
June 21

Plane of Earth's orbit
(ecliptic)

Winter solstice
December 21

∈= 23.5°
 = Obliquity or tilt
  of Earth's axis

Summer

Aphelion

Fall
Sun

Perihelion

Winter

Spring

α varies as equinoxes precess

Equatorial
plane of Earth

Sun

N

E
S

W

S

N∈

α

(a)

(b)

(c)

Figure 8.6 Important components of Earth–Sun geometry. Important orbital
parameters: (a) eccentricity of orbit, (b) axial tilt, and (c) precession of the
equinoxes. From Griffiths and Driscoll (1982).

41 000-year oscillation in the Earth’s tilt is large at the poles and small at the
equator. On the other hand, the influence of the 22 000-year precession cycle is
small at the poles and large near the equator.

The Milankovitch theory predicts that Earth will gradually be moving into an ice
age over the next 5000 years. It remains to be seen if the impact of anthropogenic
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activities on climate can alter the effect of the orbital forcing on climate
trends.

8.2.6 Natural variations in aerosols and dust

We have seen that aerosol particles can significantly attenuate solar radiation.
A major source of natural dust and aerosol particles in the upper troposphere and
stratosphere are volcanoes. A major volcanic eruption such as Tambora in 1815
and Pinatubo in 1991 can spew large quantities of aerosols and gases into the
lower stratosphere where they can reside for months to several years. The gases
such as sulfur dioxide are converted to sulfate aerosols through photochemical
processes. The high-level aerosol particles reflect some of the incoming radiation,
thus increasing planetary albedo, and absorb solar radiation in the stratosphere,
thus reducing the amount of energy reaching the Earth’s surface. Therefore, a
single large volcanic eruption can reduce surface temperatures by several tenths
of a degree for several years (Hansen et al., 1978, 1988; Robock, 1978, 1979,
1981, 1984).

Because of the thermal inertia associated with the oceans, a 2–3-year period
of reduced solar heating can impact average surface temperatures for several
decades. Periods of active volcanism can have a substantial counteracting effect to
global warming scenarios. In fact, a period of global warming between 1920 and
1940 has been attributed to very low volcanic activity (Robock, 1979). Because
large volcanic eruptions occur rather frequently and they cannot be predicted,
they represent a major source of uncertainty in predicting climatic trends.

Another potentially major source of dust and aerosol in the atmosphere can
result from a collision between the Earth and a large meteor or comet. It is
hypothesized that major meteor impacts sent up a cloud of dust into the atmosphere
that was so dense it caused such dramatic cooling that major life forms such as
dinosaurs were destroyed (see review by Simon, 1981). Support for the hypothesis
was provided by the Alverez team who found high concentrations of iridium as
well as other rare metals on Earth that are abundant in extraterrestrial material in
the geologic strata corresponding to the Cretaceous–Tertiary geological boundary.
Thus large meteor collisions provide another source of uncertainty in climate
prediction, although the frequency of such events is so low that they are generally
thought to be a minor factor in climate change over the next several hundred years.

8.2.7 Surface properties

As shown in Fig. 8.5, the Earth’s radiation balance can be altered by variations
of surface properties. The net albedo of the surface of the Earth is determined
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by the percent coverage of ocean versus land, the amount of glacial coverage,
and properties of the land surface such as the amount of desert versus forested
lands. Dust ejected into the atmosphere by wind from deserts (e.g., Kallos et al.,
1998; Nickovic et al., 2001; Rodriguez et al., 2001) also results in a major
influence on the radiative balance. The surface properties introduce a major
non-linearity into the system, since if summer temperatures are cooler at high
latitudes, glaciers advance, which in turn increases net surface albedo contributing
to cooler temperatures and so forth. Likewise, as the glaciers advance, less water
is available for the oceans and the percent cover of ocean surface is decreased,
also altering the net albedo. The ocean albedo itself can change and alter large-
scale atmospheric circulations (Shell et al., 2003). More importantly, lower sea
levels may block certain ocean currents from transporting warm sea water into
high latitudes, enhancing sea ice coverage, which again affects the net surface
albedo.

Vegetation can also respond to changes in surface temperature and rainfall
causing another complicated feedback through changing global albedo. All these
complicated feedbacks must be included in any climate change model. Also the
local albedo of the surface can influence cloud cover, thereby modifying the
radiation balance as the cloud cover is increased or decreased or becomes thinner
or thicker. Moreover, the effect of the surface albedo on the planetary albedo
will depend on this cloud coverage since the surface would be shaded when it is
cloudy.

8.2.8 Assessment of the relative radiative effect of carbon dioxide and
water vapor

Let us now examine some of the basic concepts and philosophy of modeling
global change.

To examine the impact of changing carbon dioxide and water vapor concen-
trations on radiative fluxes and heating rates, single column radiative transfer
calculations were performed on standard atmospheric profiles for which carbon
dioxide and water vapor concentrations were varied.2 Three profiles, represen-
tative of tropical, subarctic summer, and subarctic winter clear-sky conditions
(McClatchey et al., 1972), were used for the calculations. Temperature and water
vapor mixing ratio as a function of pressure for each of the profiles are shown
in Fig. 8.7, 8.8, and 8.9. The atmosphere was discretized into 19 layers and the
BUGSrad model (Stephens et al., 2001) was used.

2 These calculations and the summary text were provided by Norman Wood and Graeme Stephens of Colorado
State University.
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Figure 8.7 Profiles of temperature and water vapor mixing ratio for tropical
atmosphere. Figure courtesy of Norman Wood, Colorado State University.
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Figure 8.8 Profiles of temperature and water vapor mixing ratio for subarctic
summer atmosphere. Figure courtesy of Norman Wood, Colorado State University
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Figure 8.9 Profiles of temperature and water vapor mixing ratio for sub-
arctic winter atmospheres. Figure courtesy of Norman Wood, Colorado State
University.

Carbon dioxide was treated as uniformly mixed. Concentrations of 0, 280 (pre-
industrial), 360 (current), and 560 (doubling of pre-industrial) ppmv were used for
the calculations. For water vapor, the mixing ratios associated with the standard
profiles were scaled by factors of 0, 1.0, 1.05, and 1.1. The resulting effects on
longwave heating rates in the atmospheric column are shown in Figs. 8.10, 8.11,
and 8.12 for carbon dioxide and Figs. 8.13, 8.14, and 8.15 for water vapor. In
each figure, the upper panel shows the heating rates for the particular scenario
in K day−1. The lower panel shows the changes in heating rates attributable to
the perturbations in carbon dioxide or water vapor mixing ratio. The effects on
downwelling longwave fluxes at the surface are shown in Tables 8.1 and 8.2.
The results suggest that the radiative changes induced by perturbations to car-
bon dioxide and water vapor are substantially different. For water vapor, modest
increases beyond the base profile mixing ratios have minimal impact on long-
wave heating rates, but cause significant increases in downwelling longwave
fluxes to the surface. For carbon dioxide, increasing the concentration beyond
the base profile of 280 ppmv contributes to enhanced heating in the lower tro-
posphere and to significantly enhanced cooling in the stratosphere, but causes
minimal increases in downwelling longwave flux, particularly for the tropical
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Figure 8.10 Longwave heating rates (upper) and change in longwave heating
rates (lower) for tropical atmosphere with perturbed carbon dioxide. Figure
courtesy of Norman Wood, Colorado State University.

and subarctic summer profiles. For the subarctic winter profile, this doubling
of carbon dioxide concentration produces an increase in downwelling longwave
flux similar in magnitude to that for a 10% increase in water vapor mixing
ratio.

A number of factors potentially contribute to these differences in the effects
of water vapor and carbon dioxide on heating rates and fluxes. Firstly, water
vapor is significantly more prevalent in the lower troposphere than in the upper
troposphere and stratosphere. Consequently, the scaling approach used here to
perturb the trace gas amounts tend to produce stronger perturbations of water
vapor mass mixing ratio in the lower troposphere than at higher altitudes. This
effect is less significant for carbon dioxide since this gas is more uniformly
mixed.
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Figure 8.11 Longwave heating rates (upper) and change in longwave heating
rates (lower) for subarctic summer atmosphere with perturbed carbon dioxide.
Figure courtesy of Norman Wood, Colorado State University.

In terms of radiative factors, the heating rate in a layer of the atmosphere is a
function of the spectrally varying absorption–emission characteristics of the layer,
the spectral fluxes incident on the layer, and the layer temperature. The absorption
by a layer is a function of the abundances of absorbing gases in the layer. In the
longwave spectral region in which carbon dioxide is a significant absorber (for
wavelengths of about 12�5 �m and longer) water vapor is also radiatively active.
For a wavelength at which water vapor is already significantly absorbing, the
addition of an amount of carbon dioxide to the layer will cause relatively little
increase in the flux absorbed by the layer and thus cause relatively little increase
in the radiative heating of the layer.

The spectral fluxes incident on the layer are also a function of the tempera-
tures and emission characteristics of the layer’s surroundings. For a layer with
given absorption characteristics, a stronger incident flux will cause more flux to
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Figure 8.12 Longwave heating rates (upper) and change in longwave heating
rates (lower) for subarctic winter atmosphere with perturbed carbon dioxide.
Figure courtesy of Norman Wood, Colorado State University.

be absorbed by the layer and contribute to heating. In particular in the lower
troposphere, the proximity of the warm surface of the Earth contributes to this
effect. A warmer surface temperature (as in, for example, the tropical or sub-
arctic summer profiles used here) will contribute to enhanced heating in the
lower troposphere as opposed to a cooler surface (as in the subarctic winter
profile).

Finally, the temperature of the layer itself influences the amount of flux emitted
by the layer. A warmer layer will emit flux more strongly, and thus have a greater
tendency for cooling, than will a cooler layer. Profiles with warmer temperatures
in the lower troposphere, such as the tropical profile, have stronger cooling in the
lower troposphere than will a profile, such as the subarctic winter, that has cooler
temperatures in the lower troposphere.



172 Overview of global climate forcings and feedbacks

10

100

1000

–4 –3 –2 –1 0

–3 –2 –1 0 1

P
re

ss
ur

e 
(h

P
a)

10

100

1000

P
re

ss
ur

e 
(h

P
a)

Longwave heating (K day–1)

No H2O

Base H2O

Base H2O × 1.05

Base H2O × 1.1

Δ Base – No H2O

Δ Base × 1.05 – Base

Δ Base × 1.1 – Base

Change in longwave heating (K day–1)

CO2 = 280 ppmv for all cases

Figure 8.13 Longwave heating rates (upper) and change in longwave heating
rates (lower) for tropical atmosphere with perturbed water vapor. Figure courtesy
of Norman Wood, Colorado State University.

The downwelling flux at the surface is a function of the emission characteris-
tics of the atmosphere, in particular the profile of the derivative of transmission
with respect to height, known as the weighting function, and the temperature
profile of the atmosphere. The height at which the weighting function peaks
generally indicates the level of the atmosphere from which emission from the
atmosphere most effectively reaches the surface, and this peak can be either
broad (indicating the flux reaching the surface is strongly blended from differ-
ent levels of the atmosphere) or narrow (indicating the flux reaching the surface
is strongly selected from that particular level of the atmosphere). As trace gas
concentrations in the lower troposphere increase, the general tendency is for
the weighting function to shift lower in the atmosphere. For temperature pro-
files which decrease with height, this shift leads to increased emission to the
surface.
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Figure 8.14 Longwave heating rates (upper) and change in longwave heating
rates (lower) for subarctic summer atmosphere with perturbed water vapor.
Figure courtesy of Norman Wood, Colorado State University.

The downwelling fluxes at the surface for the subarctic profile appear less
sensitive to changes in carbon dioxide and water vapor concentrations than do
the fluxes for the tropical and subarctic summer profiles. The subarctic winter
profile has a relatively weak lapse rate in the lowest part of the troposphere,
so changes in the position of the weighting function may have had little effect
on the downwelling fluxes. In addition, the water vapor amounts in the sub-
arctic winter profile are considerably smaller than those in the two other pro-
files. Since a scaling factor was used to perturb water vapor amounts for this
study, the change in water vapor mixing ratio in the lower troposphere would
be considerably smaller for the subarctic winter profile than for the two other
profiles. This approach probably contributed to cause a less significant change in
the weighting function for the subarctic winter case than that for the other two
cases.
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Figure 8.15 Longwave heating rates (upper) and change in longwave heating
rates (lower) for subarctic winter atmosphere with perturbed water vapor. Figure
courtesy of Norman Wood, Colorado State University.

8.3 Climate feedbacks

8.3.1 Water vapor feedbacks

Water vapor is the principle greenhouse gas, which is quite clearly shown in
Tables 8.1 and 8.2. Therefore, any changes in water vapor concentration in
response to other greenhouse gases would substantially alter the net greenhouse
heating. As the atmosphere and the ocean warm in response to enhanced green-
house warming, more water vapor evaporates from the ocean and land surfaces.
The higher water vapor content of the atmosphere causes further greenhouse
warming, which causes more evaporation. There are other possible feedbacks
associated with higher moisture contents, however, which complicate this feed-
back process. Clouds can form, and as we will see in the following discussion, this
can lead to both warming and cooling of the atmosphere through their interactions
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Table 8.1 Downwelling longwave flux at the surface for carbon dioxide
scenarios

Flux, W m−2

CO2 concentration, ppmv Tropical Subarctic summer Subarctic winter

0 407.84 306.36 161.16
280 408.19 309.05 174.74
360 408.25 309.30 175.59
560 408.34 309.77 176.68

Source: Prepared by Norman Wood, Colorado State University.

Table 8.2 Downwelling longwave flux at the surface for water vapor scenarios

Flux, W m−2

H2O mixing ratio scale factor Tropical Subarctic summer Subarctic winter

0 104.35 89.47 58.36
1.0 408.19 309.05 174.82
1.05 412.07 311.78 175.52
1.10 415.71 314.48 176.19

Source: Prepared by Norman Wood, Colorado State University.

with radiation. Simulation of the moisture feedback in GCMs requires realis-
tic models of the hydrological budget (rainfall and physical evaporation and
transpiration of water vapor from land and ocean surfaces) and of the response
of the ocean to heating of the atmosphere. Unfortunately, the responses of the
various GCMs to simulated surface energy budgets are diverse (e.g., see Wild,
2005).

The fluxes of moisture at the ocean surface, for example, are a function of the
ocean surface temperature as well as the surface wind stresses (Pielke, 1981).
Thus, ocean surface temperatures in tropical regions can warm appreciably in
response to tropospheric warming, but in regions of weak winds, such as over
the intertropical convergence zone, only weak vertical moisture fluxes will be
experienced. Moreover, crucial to water vapor feedback is the vertical distribution
of moisture in the middle and upper troposphere. This, in turn, is related not only
to local convective transports, but also to the strength of regional circulations such
as the Hadley and Walker circulations (Philander, 1990) both of which transport
moisture over long distances horizontally and vertically. Thus, while the moisture
feedback can amplify globally averaged surface air warming by as much as a
factor of three (Ramanathan, 1981), consideration of realistic cloud feedbacks
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and realistic ocean–atmospheric circulation responses requires more skill in the
simulation of climate responses than is possible in current models.

8.3.2 Cloud feedbacks

We have seen that one of the major positive feedbacks to carbon dioxide or other
greenhouse gas warming is that as the ocean surface and ground temperatures rise,
an increase in flux of water vapor into the atmosphere is expected. In a cloud-
free atmosphere, enhanced water vapor content provides a strong enhancement
of greenhouse warming. In response to the enhanced water vapor content of the
atmosphere, however, one would also expect that cloud coverage would increase
and some clouds would become optically thicker. Moreover, clouds alter the
stability of the atmosphere in response to their release of latent heat, and their
associated rising and sinking motions transfer heat, moisture, momentum, and
various particles and trace gases vertically and horizontally in the atmosphere.
In this section, we will examine the radiative feedback of clouds as well as the
feedback associated with changes of atmospheric stability and transport.

The global average radiative effects of high clouds warm the atmosphere while
low clouds cool the atmosphere and middle-level clouds are in near balance
between cooling by reflection of solar radiation and warming by absorption of
longwave radiation. Averaged over the entire Earth, the enhanced albedo of clouds
is slightly greater than their greenhouse warming, so clouds radiatively cool the
atmosphere compared to a cloud-free Earth (Ramanathan et al., 1989a,b; Randall
et al., 1989). In the case of an atmosphere–ocean system warmed by added
greenhouse gases, what is the feedback of clouds to that response? Unfortunately,
clouds are forced by relatively small-scale atmospheric motions, thus climate
models must parameterize clouds in rather crude ways, with the cloud cover being
specified based on climatology or parameterized as a function of relative humidity
and as a by-product of convective parameterization schemes. Even in the more
sophisticated GCMs which have a prognostic equation for cloud liquid water or
ice water amounts, the horizontal and vertical resolution of those models is not
sufficient to simulate the major ascending motions leading to cloud formation.
As a result, the simulated feedbacks of clouds on the greenhouse theory vary
from model to model, depending on the nature of the cloud/radiative scheme and
resolutions of the models.

Randall et al. (1989) suggest that cumulus anvil clouds exert a very powerful
influence on tropical convection by radiatively destabilizing the upper tropo-
sphere, and by trapping terrestrial radiation. They argue that the skill in predicting
the effects of those clouds in GCMs, while being qualitatively correct, are not
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sufficiently accurate to be relied upon quantitatively in considering their strong
influence on simulated climates. Their conclusion is particularly valid when one
considers the important role that organized mesoscale systems play in produc-
ing long-lasting upper tropospheric anvil clouds in both the tropics and middle
latitudes. These systems produce large areas of optically thick, stratiform–anvil
clouds in response to detrainment of rising moist air from deep convective tow-
ers as well as cloud formation in slowly ascending mesoscale motion. Current
cloud parameterization schemes in GCMs do not generally consider the organized
mesoscale motions in their estimates of anvil cloud cover or optical thicknesses.
The proposal to embed cloud-resolving models within GCMs (Randall et al.,
2003) is computationally very expensive, and moreover, up to the present, this
method used two-dimensional (not more realistic three-dimensional) cloud field
models.3

Some cloud systems such as mesoscale convective complexes and tropical
cloud clusters exhibit a well-defined nocturnal maximum in their frequency of
occurrence (see Cotton and Anthes, 1989). Thus, if a warmed ocean creates more
tropical cloud clusters, then their net impact would be to cause a positive feedback
since they would have little effect on solar radiation. It is important, therefore,
to consider the diurnal variations of cloudiness when examining the impacts of
clouds on climate.

Lindzen (1990) argues that deep convective clouds should produce a net drying
of the upper troposphere due to the drying influence of compensating subsi-
dence. He bases his argument on the behavior of simple cumulus parameterization
schemes that he has developed. While drying effects of compensating subsidence
do indeed take place in the middle troposphere, it appears that the moistening
effects of detrainment of water substance from cumulus towers and stratiform–
anvil clouds of mesoscale convective systems override the drying effects. As a
result, a general moistening in the upper troposphere associated with deep con-
vection is observed (Rind et al., 1991). This issue of an atmospheric “iris” effect
is still being debated in the literature.

Another interesting feedback from clouds has been hypothesized by Mitchell
et al. (1989). They found a strong negative feedback of clouds related to a
reduction in the depletion of cloud water content in a carbon dioxide warmed
atmosphere due to a reduction in ice phase precipitation formation in middle
latitudes. As a result, cloud cover increased and the stronger albedo caused a
reduced rate of greenhouse-induced warming than in the version of the model
using relative humidity as the primary parameter determining cloud amounts.

3 An alternate approach where parameterizations are replaced by much more computationally efficient look-up
tables has been proposed in Pielke et al. (2006b).
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Several researchers have attempted to evaluate cloud feedbacks to a warming
atmospheric–ocean system by examining the observed relationship between sea
surface temperature (SST) anomalies and changes in cloudiness and net radiative
budgets. Ramanathan and Collins (1991), for example, diagnosed changes in
cloudiness and net radiation associated with warm SST anomalies during the
1987 El Niño. They inferred that in warm ocean regions where SSTs were less
than 300 K, the net effect of enhanced water vapor and cloudiness resulted in a
positive greenhouse effect. However, when SSTs exceeded ∼300 K, they found
that cirrus clouds formed by the flux of water substance into the upper troposphere
by cumulonimbus clouds, became optically thick and, as a result, they reflect
more solar radiation than is absorbed and reradiated downward by terrestrial
radiation. They argue that the highly reflective, optically thick cirrus clouds acts
as a thermostat, which prevents further warming of the oceans. They suggest that
the implications to greenhouse warming is that “it would take more than an order-
of-magnitude increase in atmospheric carbon dioxide to increase the maximum
SSTs by a few degrees in spite of a significant warming outside the equatorial
regions.”

In another study, Peterson (1991) examined the relationship between SST
anomalies and anomalies of high, middle, and low-level cloudiness using satellite
data. He found that over much of the tropics and the south Pacific convergence
zone, high clouds increased with warm SST anomalies, while in subtropical
stratocumulus regions, low cloud coverage decreased with positive SST anomalies.
Averaged over the entire region he sampled, total cloudiness increased with
positive SST anomalies. Because the coverage of optically thick low clouds
decreased while optically thin high clouds increased over regions of warm SSTs,
he calculated that the average, net radiative flux to space decreased in response
to warm SST anomalies. He concluded that his results provide observational
evidence that clouds provide a positive feedback loop to global warming scenarios.

There are other effects of clouds that can create positive or negative feedbacks
to greenhouse-gas-induced warming. Some of these are associated with changes
in the stability of the troposphere including the height of the tropopause. In
response to a warming climate, for example, deep convective overturning will
raise the height of the tropopause in the tropics, yielding a colder tropopause.
The temperature of the tropical tropopause has a strong influence on the water
vapor content of the stratosphere. The colder the tropopause, the lower the water
vapor content of the stratosphere, since the tropopause acts as an effective trap
of moisture as more water will be condensed and precipitated out of the air. As
a result, with a colder tropopause, there will be little absorption of terrestrial
radiation in the stratosphere causing a cooling effect on surface temperatures.
Overall, simulation of the feedback of clouds on climate change can be considered
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to be one of the major “Achilles heels” of climate models since those feedbacks
can be quite large and cause a major moderating influence on greenhouse-gas-
induced warming. Unfortunately, most of the cloud processes occur on scales
considerably below the resolution of current GCMs.

8.3.3 Surface albedo feedbacks

Changes in surface snow and ice coverage are a well-studied feedback to green-
house warming, while other surface albedo feedbacks are related to changes in
surface vegetation coverage. The so-called “ice albedo” feedback relates melting
of sea ice and snow cover to greenhouse warming. Snow and ice reflect more
solar radiation than open water, bare soil, or soil covered by vegetation. As a
result, a warming high latitude troposphere is expected to reduce sea ice cover
appreciably, and to cause earlier seasonal melting of snow and a retreat in glaciers.
It is estimated that these effects would positively amplify greenhouse warming by
10% to 20% globally (Lian and Cess, 1977; Hansen et al., 1986), but it can have
a 2- to 4-fold amplification in polar oceans and near the sea ice margins. Major
uncertainties in modeling the ice albedo feedback are related to distinguishing
between the albedo of old snow and fresh snow, identifying albedo effects of
thick versus thin sea ice, and simulating the strong influence of ocean circulations
on snow and sea ice cover. In addition, cloud cover can mask albedo changes
associated with increases or decreases of snow and sea ice, and increases in pre-
cipitation at higher latitudes can increase snow cover even if warming occurs.
There are indications, for example, that changes in cloud distribution associated
with snow cover changes can produce a reversal of the sign of this feedback
(Cess et al., 1991). Likewise, snow albedo changes over forested regions can be
partially masked.

Observations up through 2005 show that sea ice and snow cover trends do
not match what were predicted by the GCMs to have occurred over the last few
decades. Pielke et al. (2004b), for example, document a slower areal decrease of
Arctic sea ice areal coverage with no reduction in Antarctic areal sea ice coverage.
Northern Hemisphere snow cover has not decreased in its coverage. Indeed, while
snow cover did decrease in total annual coverage in the 1980s, more recently it
has even increased slightly. The ice albedo and snow albedo feedbacks are clearly
more complicated than simulated by the models.

An even more complicated feedback in surface albedo and surface fluxes
is associated with changes in vegetation coverage. If the tundra–boreal forest
boundary should shift poleward in response to a warming planet then this would
cause a decrease in albedo and represent a positive feedback. If, on the other hand,
deserts increase in semi-tropical areas due to reductions in rainfall, this could
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create a negative effect. Likewise, it is possible that enhanced carbon dioxide
concentrations will serve as a fertilizer (King et al., 1985; Houghton, 1987, 1988;
Idso, 1988) and result in increased biomass coverage causing a decrease in albedo
and a positive feedback. The increase of biomass, however, would provide an
enhanced atmospheric sink of carbon, at least until new biomass decays.

8.3.4 Ocean feedbacks

Ocean feedbacks affect almost every aspect of climate ranging from global
responses to regional responses. As mentioned previously, the amplitude of the
moisture and ice albedo feedbacks is strongly influenced by the response of ocean
circulations to a warming troposphere. One of the most important effects of the
ocean is the large amount of heat it is capable of storing (Levitus et al., 2005).
As a result, the time that it takes the atmosphere–ocean system to respond to
greenhouse warming is largely controlled by the ocean response. Pielke (2003)
has shown that the Earth’s radiative imbalance was around 0�3 W m−2 for the
period of the mid-1950s to the mid-1990s using ocean heat storage changes to
diagnostically measure this imbalance. Willis et al. (2004) analyzed the ocean
heat storage data for more recent years and diagnosed heat changes corresponding
to 0�62 W m−2 to a depth of 750 m (Pielke and Christy, 2005). If exchanges of
heat with the deep ocean are small, then the upper mixed layer of the ocean, which
is commonly about 70 to 100 m deep, will respond to a warming atmosphere on
the timescale of decades. If, on the other hand, the rate of exchange of heat with
deep ocean layers is greater, it may require timescales on the order of a century
or more for the upper levels of the ocean to respond appreciably to greenhouse
warming. This will substantially delay the timescale that greenhouse warming
will be detectable in the Earth–atmospheric system. Levitus et al. (2000, 2001)
found that half of the ocean heat changes were below 300 m.

Not only is the ocean a large reservoir of heat, it is also a large reservoir of
carbon dioxide. The ocean contains as much as 50 times the amount of carbon
as resides in the atmosphere. The simplest feedback is that as the ocean warms,
the solubility of carbon dioxide decreases and more carbon dioxide is released
from the ocean to the atmosphere creating a positive feedback. However, cold,
upwelling regions of the ocean (which require high spatial resolution models to
simulate) may provide a region for carbon dioxide sinks from the atmosphere
even if the ocean surface were to warm overall (Pielke, 1991).

Coupled GCMs of the atmosphere and the ocean provide insight on these inter-
actions. These models permit significant changes in ocean circulations in response
to climate forcings. The ocean circulations are driven by wind stress which, in
turn, is driven by changes in wind speed and direction and in thermodynamic
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stability of the atmosphere immediately above the air–water interface. Moreover,
the ocean circulations are also driven by thermohaline circulations or circulations
induced by spatial gradients in the density of the water. The density of water is
a function of both temperature and of salinity. Thus, warm ocean water is less
dense. Likewise ocean water low in salt content is less dense.

For example, water flowing out of the warm, salty Mediterranean Sea is dense
and undercuts warmer, less salty water in the Atlantic. In our current climate, the
warm Gulf Stream flows northward towards the British Isles, where it moderates
the climate over northern Europe. This current flows northward to replace cold,
dense deep water that flows southward from Arctic regions while spreading out
across the ocean bottom. Some coupled ocean models (e.g., Washington and
Meehl, 1984; Stouffer et al., 1989; Houghton et al., 1990) respond to enhanced
greenhouse warming by producing increased rainfall in the summer and fall
months at high latitudes, and thereby forming a layer of fresher, less dense water
on the surface of the North Atlantic. The strength of the thermohaline circulation
thus weakens and the westerly winds also weaken. This reduces the flow of
warmer water across the Atlantic, causing cooler surface temperatures than in the
current climate. This response, while physically plausible, is dependent upon many
details of the models (i.e., precipitation parameterization schemes, melting of sea
ice, vertical and horizontal resolution of both the atmospheric and ocean models)
and thus should be viewed as one of many complicated feedback scenarios that
could occur in a coupled atmosphere–ocean system.

8.4 Views of the Intergovernmental Panel on Climate Change and the
National Research Council of climate forcings

The Intergovernmental Panel on Climate Change (IPCC) summarized their per-
spective of climate forcings (see Houghton et al., 2001) which are shown here in
Fig. 8.16. This figure lists 12 climate forcings that focus exclusively on radiative
forcings. The level of scientific understanding for each forcing is shown with only
one listed as having a high level, and two with a medium level of understanding.
One is listed as having a low level of understanding, while the remaining have a
very low level of scientific understanding. It is important to recognize that despite
listing as low or very low level of scientific understanding, specific uncertainty
brackets are placed around each forcing. Also, the vertical axis indicate a “warm-
ing” or “cooling” radiative forcing for each, yet as presented in the same figure
in the “Statement of Policymakers” of Houghton et al. (2001, p. 8), these values
do not represent a current forcing, but “The global mean radiative forcing of the
climate system for the year 2000, relative to 1750.” The IPCC report also does
not recognize any climate forcings except for radiative forcings, in contrast to
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Figure 8.16 Estimated radiative forcing since pre-industrial times for the Earth
and troposphere system (TOA radiative forcing with adjusted stratospheric tem-
peratures). The height of the rectangular bar denotes a central or best estimate of
the forcing, while each vertical line is an estimate of the uncertainty range asso-
ciated with the forcing, guided by the spread in the published record and physical
understanding, and with no statistical connotation. Each forcing agent is associ-
ated with a level of scientific understanding that is based on an assessment of the
nature of assumptions involved, the uncertainties prevailing about the processes
that govern the forcing, and the resulting confidence in the numerical values of
the estimate. On the vertical axis, the direction of expected surface temperature
change due to each radiative forcing is indicated by the labels “warming” and
“cooling.” From Intergovernmental Panel on Climate Change (2001).

National Research Council (2005) which expands the identification of climate
forcing.

What climate forcings are missing from their figure? The National Research
Council recently completed a study to identify the important climate forcings, and
defined several of the IPCC recognized ones in more detail and added several. The
diverse types of indirect aerosol climate forcings as given in National Research
Council (2005) are summarized in Table 8.3 while other climate forcings that
influence global averaged radiative forcing are listed in Table 8.4. The radiative
forcing effects can be either positive or negative depending on the effect. For
some of the forcings, the sign is not even known. Thus even using the IPCC
estimate of climate forcings, the real-world climate forcings are not completely
understood. With such limited understanding of the forcings, can we expect to
predict the future climate?
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Table 8.3 Overview of different aerosol indirect climate forcings

Effect Cloud type Description

Sign of
global averaged
radiative forcing

First indirect
aerosol effect
(cloud albedo or
Twomey effect)

All clouds For the same cloud water or ice
content more but smaller cloud
particles reflect more solar
radiation

Negative

Second indirect
aerosol effect
(cloud lifetime or
Albrecht effect)

Warm clouds Smaller cloud droplets decrease
the precipitation efficiency
thereby prolonging cloud
lifetime

Negative

Semi-direct effect Warm clouds Absorption of solar radiation by
soot leads to an evaporation of
cloud droplets

Positive

Glaciation
indirect effect

Mixed-phase
clouds

An increase in ice nuclei
increases the precipitation
efficiency

Positive

Thermodynamic
effect

Mixed-phase
clouds

Smaller cloud droplets inhibit
freezing causing supercooled
droplets to extend to
colder temperatures

Unknown

Surface energy
budget effect

All clouds The aerosol induced increase
in cloud optical thickness
decreases the amount of solar
radiation reaching the surface,
changing the surface energy
budget

Negative

Source: From National Research Council (2005).

Climate feedbacks add even more complexity. Houghton et al. (2001, Ch. 7)
has an extensive discussion of climate processes and feedbacks. Unfortunately,
they do not provide a summary figure on the level of uncertainty, or their relative
importance. They do use the term “physical climate” which as illustrated in
Fig. 8.1 should more appropriately be referred to as “physical components of
the climate.” The National Research Council (2003b) report summarizes climate
feedbacks as follows:

(1) Feedbacks that primarily affect the magnitude of climate change

• Cloud, water vapor, and lapse rate feedbacks
• Ice albedo feedback
• Biogeochemical feedbacks and the carbon cycle
• Atmospheric chemical feedbacks
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Table 8.4 Overview of other different climate forcings that influence global
averaged radiative forcing, which are not included in Fig. 8.16

Effect Description

Sign of
global averaged
radiative forcing

Land-use/land-cover change
(other than albedo) (Chase
et al., 2000; Zhao et al.,
2001a,b)

Different vegetation types,
fractional coverage, and
phenology affect the
surface heat and moisture
fluxes

Unknown; regions of
positive and negative
forcing expected

Biogeochemical forcing due to
increased CO2 (Betts et al.,
2000; Friedlingstein et al.,
2001)

Alters stomatal
conductance and plant
growth with resultant
influences on surface heat
and moisture fluxes

Unknown

Biogeochemical forcing due to
N deposition (Holland et al.,
2005)

Alters plant growth which
changes surface heat and
moisture fluxes

Unknown

Aerosol effect on the ratio of
direct to diffuse solar insolation
(e.g., Niyogi et al., 2004)

Alters stomatal conductance
and plant growth

Unknown

(2) Feedbacks that primarily affect the transient response of climate

• Ocean heat uptake and circulation feedbacks

(3) Feedbacks that primarily influence the pattern of climate change

• Land hydrology and vegetation feedbacks
• Natural modes of climate system variability
• Circulation feedbacks, i.e., changes in the Gulf Stream.

The National Research Council (2003b) report concluded that the two most
important areas for near-term study are (a) cloud, water vapor, and lapse rate
feedback, and (b) ice albedo feedback.

An important question is whether we can use our knowledge of climate forcings
and feedbacks for skillful prediction of future climate. Pielke (2002b) provided
classes of prediction as shown in Fig. 8.17. The levels for prediction are guessing
(not shown), sensitivity studies, projections, and perfect foresight. A sensitivity
study involves imposing a subset of important climate forcings and feedbacks
in the prediction model. A scenario includes each of the important forcings and
feedbacks, but only runs one realization of a prediction with a specific set of initial
and surface boundary conditions. A projection runs an ensemble of realizations
that includes the expected spectrum of surface and surface boundary conditions.
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Size of above box

Figure 8.17 Schematic of different classes of prediction. The size of the box
labeled “U” represents the range of future climate, while the box labeled “A”
indicates the relative subset of possible future climate estimated using the differ-
ent classes of prediction. From Pielke (2002b). With kind permission of Springer
Science and Business Media.

A projection, using this definition, is a forecast. With these definitions, the IPCC
and US National Assessment model simulations were sensitivity studies since they
only included a subset of forcings and feedbacks. They are not forecasts. It is also
important to recognize that the box A, representing the space of the prediction,
can also lie outside of U.

There are different uses of these terms, however, which obscures this distinction.
MacCracken (2002), in response to Pielke (2002b), uses the term “projection” to
actually represent what Fig. 8.17 shows as a sensitivity study. The term “scenario”
is also used in this context. Since prediction means different things to different
communities, however, it is important to clearly define what is actually meant,
and Fig. 8.17 provides such a framework. In the context of climate change and
the definitions given in Fig. 8.17, there have not yet been forecasts of climate
years into the future.
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9

Climatic effects of anthropogenic aerosols

9.1 Introduction

In Chapter 4, we examined evidence suggesting that human production of aerosol
particles has local and regional impacts on clouds, precipitation, and atmospheric
temperature. In this chapter we examine the evidence indicating potential impacts
of anthropogenic aerosol on global climate.

Estimating the effects of aerosol on climate is particularly challenging. We
noted in Chapter 8 that the radiative response to aerosol particles varies with size
and chemical composition of the particles relative to the wavelength of the incident
radiation. Moreover, because most aerosol particles are heterogeneous in structure,
some components of the particles are very absorbing while others are reflecting.
Table 2-2 from National Research Council (2005) (reproduced as Table 8.3 in
Chapter 8) summarizes the major recognized climate forcings of aerosols. As a
consequence only gross estimates of the radiative properties can be made. Aerosol
particles also have limited lifetimes in the atmosphere. Particles greater than a
few micrometers may survive for only a few days, while particles on the order of
0�1 �m and less may reside in the lower troposphere for several weeks. This results
in pronounced regional and hemispheric variations in aerosol concentrations.
Unfortunately, there have been few systematic long-term observations of aerosols,
their size spectra, and chemical composition. It is, therefore, usually necessary
to resort to a variety of less-than-direct measurements, regional field campaigns,
and global models to infer changes in aerosol concentrations and their radiative
effects.

As discussed in Chapter 4, aerosol particles can have direct effects on
atmospheric radiation as well as indirect effects through their impact on cloud
microstructure. Their direct and indirect effects will be examined separately
below.

187
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9.2 Direct aerosol effects

It is well known that aerosol particles in polluted urban areas deplete direct
solar radiation by about 15%, sometimes more in winter and less in summer
(Landsberg, 1970). Less well known, however, is how far the pollution-caused
aerosol extends from the urban areas. Schwartz (1989) summarized measurements
of the concentrations of sulfate (or sulfur) aerosol at remote locations in both the
Northern and Southern Hemispheres. These particles form from sulfur dioxide
emitted naturally largely by decay of plant and animal matter, by wildland fires,
by volcanoes, and by anthropogenic activity. The particles form primarily from
the in situ oxidation of sulfur dioxide either as a primary gas or as an intermediate
stage of oxidation. Two mechanisms for aerosol formation from sulfur dioxide are:
(1) dissolving in cloud droplets to create sulfurous acid, which oxidizes further
to form sulfuric acid aerosol particles, and (2) photochemical oxidation to form
sulfate particles. Although sulfate particles are not the only human-caused aerosol,
they are certainly prolific, so identification of their distribution is important to
understanding the role of human-caused aerosol on climate.

Anthropogenic sulfur dioxide emissions have increased to their present level
almost entirely within the last 100 years (Cullis and Hirschler, 1980) and, further-
more, as summarized by Schwartz (1989), the bulk of those emissions are in the
Northern Hemisphere. Aerosol sulfate is quite common at remote sites in both the
Northern and Southern Hemispheres, with Northern Hemispheric concentrations
substantially exceeding those in the Southern Hemisphere. At several remote sites
the observed high aerosol sulfate concentrations have been attributed to transport
from regions of industrial activity over 1000 km away (Prahm et al., 1976; Wolff,
1986). There is also evidence that sulfate concentrations have increased substan-
tially over the last century in polar ice at Northern Hemispheric sites (Barrie et al.,
1985; Neftel et al., 1985; Mayewski et al., 1986) but there is no such increase
in Antarctica (Delmas and Boutron, 1980; Herron, 1982). While it is difficult to
make accurate estimates of the concentration of sulfate aerosol, and its spatial and
temporal variability, there is little doubt that it is increasing, particularly within
a few thousand kilometers of industrial regions. As an example, Fig. 9.1 shows
the drastic reduction in visibility that has occurred in the eastern United States
since 1948. Much of this visibility degradation is attributable to sulfate particles.
Black carbon has also been identified as a major aerosol forcing of climate (e.g.,
see Menon et al., 2002a; Hansen et al., 2005).

An indirect measure of aerosol concentrations is the electrical conductivity of
the air. The electrical conductivity, in turn, is controlled by the concentration and
mobility of ions and small, charged aerosol particles. In general, an increase in
the concentration of aerosol particles decreases conductivity because the more
highly concentrated aerosol particles collect small ions and charged small aerosol
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Figure 9.1 Change in visibility over the eastern United States from 1948 to
1982. Reproduced from Malm (1989) with permission of Kluwer Academic
Publishers.

particles, thus immobilizing the charge. An exception is radioactive contamination
which makes the atmosphere more conductive. Extensive conductivity measure-
ments were made during the first half of the last century, but unfortunately the
practice has not been continued in the latter part of the century. Cobb and Wells
(1970) summarized the results of a few such measurements that were collected
from 1907 to 1970. In general, they suggested a 20% decrease in conductivity
took place in the North Atlantic over this period. This corresponds to roughly a
doubling of small aerosol particle concentrations over the area. Limited data in
the southern Pacific show no such trends.

In general, there is compelling evidence that anthropogenic activity is increasing
the concentration of tropospheric aerosol, particularly in the Northern Hemisphere.
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Let us now examine the potential impacts of those increased aerosol concentrations
on climate. Modeling studies indicate that naturally occurring aerosol particles
can affect climate and impact the global circulation of the atmosphere (Hansen
et al., 1980; Randall et al., 1984; Tanre et al., 1984; Coakley and Cess, 1985;
Hansen et al., 1988; Ramaswamy, 1988). The responses of those models to
naturally occurring aerosols vary with the concentration and type of aerosol, the
characteristics of the underlying surface (i.e., the surface albedo), the solar zenith
angle, cloud cover, and the way the models treat ocean responses. The latter
effect is particularly important since, if the ocean temperatures are fixed, the
oceans serve as an infinite heat reservoir, and no long-term global temperature
responses can be expected (Coakley et al., 1987). Furthermore, unless SSTs can
vary, important feedbacks such as variations of the flux of moisture from the
ocean cannot occur (e.g., Ramanathan, 1981).

In general, absorption of solar radiation by aerosols reduces solar heating at the
surface while it heats the layer of air in which the aerosols reside. The impact of
aerosols on the surface, however, varies with the albedo of the underlying surface.
If a surface has a relatively low albedo such as over the ocean, a given aerosol
may increase the surface albedo, while over the higher albedo deserts, it may
decrease it. In general, the impact of aerosol on albedo dominates over absorption
at most latitudes, but in higher latitudes over snow- or ice-covered surfaces,
aerosol absorption can dominate (Charlson et al., 1992). Recent work, however,
has suggested that the darkening of snow and ice by aerosols (particularly black
carbon) results in a more important aerosol effect (Hansen and Nazarenko, 2004).
The atmospheric response to aerosol heating also varies widely depending on the
height and depth of the aerosol layer, and on the basic stability of the layer.

While the major forcing of aerosols is regional in nature, there are indica-
tions from model experiments that their influence may impact global circulations.
Chung and Ramanathan (2003), for example, examined the influence of the South
Asian haze on the general circulation. The South Asian haze extends over an area
about the size of the United States and covers the South Asian continent to the
Arabian Sea and from the Bay of Bengal to the Indian Ocean Intertropical Con-
vergence Zone. Chung and Ramanathan (2003) estimate that roughly 75% of the
particles in the haze are emitted by human activities. In their simulations a radia-
tive heating profile was imposed in the lower atmosphere in the National Center
for Atmospheric Research (NCAR) three-dimensional global model (CCM3) that
corresponds to that estimated for the South Asian haze layer. The haze heating was
imposed only during the dry season of November to April. In the region of haze
heating, weak upward motion develops with corresponding divergence flow in the
upper troposphere. In response to that regional circulation, rainfall is enhanced
over the Indian peninsula and suppressed in southwest Asia. Suppressed rainfall
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over southwest Asia and the western equatorial Pacific is a result of compensating
subsidence in the regions outside the regions of dust-enhanced upward motions.
Note that the suppressed convection in the tropical western Pacific produces a
weaker zonal gradient in latent heating by deep convection which weakens trade
winds, and thereby deepens the ocean thermocline in the eastern Pacific basin.
This leads to a weaker zonal gradient of SST which further weakens the trade
winds. Thus the El Niño–Southern Oscillation (ENSO) circulation field is mod-
ulated. Their simulations also suggest that the regional heating by haze perturb
the so-called Arctic Oscillation (Thompson and Wallace, 2000; Thompson et al.,
2000) which has been shown to impact Northern Hemisphere climate. While
these simulations are quite simple, they do indicate that aerosol-induced regional
heating perturbations have the potential of altering circulations and climate over
a much larger area.

Heating of the air in which the aerosols reside can result in stabilization of a
moist moderately stable layer and shut down deep convection and precipitation
which could have important climatic implications through the hydrological cycle.
In other regions where there is not sufficient moisture or instability to support
deep convection, aerosol impacts would be less. This effect of aerosols has been
termed the “semi-direct” effect (Hansen et al., 1997a,b; see also Table 8.3). The
reduction in cloud cover associated with this effect can alter the surface energy
budget significantly. If the aerosols comprise a large fraction of soot, such as the
South Asian haze, then warming in the aerosol layer can nearly totally desiccate
stratocumulus cloud layers and alter the properties of the trade wind cumulus
layer (Ackerman et al., 2000a). General circulation model simulations by Menon
et al. (2002b) suggest that black carbon emissions over China may be producing
changes in the general circulation which contributes to observed increases in
summer flooding in south China and drought in north China. Thus in spite of the
fact that anthropogenic aerosol there is regionally concentrated, the potential for
global impacts is great.

Another facet of aerosol direct or semi-direct effects is on the nucleation of
cloud droplets and thus the concentration of droplets in clouds. Conant et al.
(2002) computed the effects of carbon black aerosols on cloud droplet nucleation.
Figure 9.2 illustrates the equilibrium supersaturation over solution drops
containing carbon black aerosols. The peak in the curves, called Kohler curves,
represents the supersaturation that must be attained in a cloud in order to
form growing cloud droplets. If the cooling rate in clouds which is normally
proportional to updraft velocity is not large enough to exceed the peak values in
the curves, then the aerosol particles of the size indicated cannot form a cloud
droplet. Conant et al.’s calculations showed that since carbonaceous particles
strongly absorb solar radiation, warming of those aerosol particles elevates
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Figure 9.2 Effect of droplet heating on the Kohler curves of particles of 0�5 �m
and 1�0 �m dry diameter. Heating parameters of 0.1 and 0.2 are chosen for the
two droplet sizes, respectively. The solid curve represents the no-heating case,
the dashed curve represents the heating case. Particles are assumed to have the
hygroscopic properties of sulfate. From Conant et al. (2002). © [2002] American
Geophysical Union. Reproduced by permission from the American Geophysical
Union.

peak supersaturation. Thus, for example, if many aerosol particles are 0�1 �m
in diameter, and peak supersaturations are less 0.01%, those particles will not
be activated to form cloud droplets owing to absorption of solar radiation. This
effect is most pronounced in low supersaturation clouds such as fogs. Moreover,
this effect is greatest for larger aerosol particles since the absorption cross-section
is proportional to the area of the particle. Its main impact is on giant CCN (see
Nenes et al., 2002) which we have seen in Chapter 4 can initiate or speed up
the warm rain collision and coalescence process. Thus if the carboneous particles
absorb solar radiation, they may not become big enough to initiate collision and
coalescence which, in turn, can act to suppress warm rain processes.

9.3 Aerosol impacts on clouds: the Twomey effect

Clouds, we have seen, are good reflectors of solar radiation and therefore con-
tribute significantly to the net albedo of the Earth system. We thus ask, how
might aerosol particles originating through anthropogenic activity influence the
radiative properties of clouds and thereby affect climate?

First of all, there are indications that in urban areas aerosols make clouds
“dirty” and thereby decrease the albedo of the cloud aerosol layer and increase
the absorptance of the clouds (Kondrat’yev et al., 1981). This effect appears to
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be quite localized, being restricted to over and immediately downwind of major
urban areas, particularly cities emitting large quantities of black soot particles.
Kondrat’yev et al. noted that the water samples collected from the clouds they
sampled were actually dark in color.

A potentially more important impact of aerosol on clouds and climate is that they
can serve as a source of CCN and thereby alter the concentration of cloud droplets.
Twomey (1974) first pointed out that increasing pollution results in greater CCN
concentrations and greater numbers of cloud droplets, which, in turn, increase the
reflectance of clouds. Subsequently, Twomey (1977) showed that this effect was
most influential for optically thin clouds, clouds having shallow depths or little
column-integrated liquid water content. Optically thicker clouds, he argued, are
already very bright, and are therefore susceptible to increased absorption by the
presence of dirty aerosol. In Twomey’s words: “an increase in global pollution
could, at the same time, make thin clouds brighter and thick clouds darker, the
crossover in behavior occurring at a cloud thickness which depends on the ratio
of absorption to the cube root of drop (nucleus) concentration. The sign of the net
global effect, warming or cooling, therefore involves both the distribution of cloud
thickness and the relative magnitude of the rate of increase of cloud-nucleating
particles vis-a-vis particulate absorption.” Subsequently, Twomey et al. (1984)
presented observational and theoretical evidence indicating that the absorption
effect of aerosols is small and the enhanced albedo effect plays a dominant role
on global climate. They argued that the enhanced cloud albedo has a magnitude
comparable to that of greenhouse warming (see Chapter 11) and acts to cool the
atmosphere. Kaufman et al. (1991) concluded that although coal and oil emit
120 times as many carbon dioxide molecules as sulfur dioxide molecules, each
of the latter is 50-1100 times as effective in cooling the atmosphere than each
carbon dioxide molecule is in warming it. This is by virtue of the sulfur dioxide
molecules’ contribution to CCN production and enhanced cloud albedo.

Twomey suggests that if the CCN concentration in the cleaner parts of the
atmosphere, such as the oceanic regions, were raised to continental atmospheric
values, about 10% more energy would be reflected to space by relatively thin cloud
layers. He also points out that an increase in cloud reflectivity by 10% is of greater
consequence than a similar increase in global cloudiness. This is because while
an increase in cloudiness reduces the incoming solar radiation, it also reduces
the outgoing infrared radiation. Therefore both cooling and heating effects occur
when global cloudiness increases. In contrast, an increase in cloud reflectance due
to enhanced CCN concentration does not appreciably affect infrared radiation but
does reflect more incoming solar radiation which results in a net cooling effect.

Moreover, we have seen in Chapter 4 that increases in CCN concentration can
reduce drizzle and rain production. Because cloud reflectance is increased both by
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increased droplet concentrations and by increased column-integrated liquid water,
a suppression of drizzle by enhanced CCN concentrations would contribute to
enhanced cloud albedo. Albrecht (1989) hypothesized that suppression of drizzle
formation would lead to longer-lived clouds which by increasing cloud cover
would further enhance the albedo of those clouds. This is not necessarily true
for all boundary layer clouds. In a marine stratocumulus layer with nearly 100%
cloud cover, the amount of condensate in the form of drizzle is only about 10%
of the total amount of cloud condensate. Thus if drizzle is suppressed, it is not
likely to impact cloud cover. Drizzle could have complicated feedbacks onto the
cloudy boundary layer (see Chapter 4). In Jiang et al.’s (2002) simulations, for
example, they found that higher CCN concentrations suppressed drizzle which
resulted in weaker penetrating cumulus and an overall reduction in the water
content of the clouds. Drizzle, however, destabilizes the boundary layer only
when it does not reach the surface. When drizzle settles to the surface, such as in
heavier drizzle rate situations or when the drops are larger, the entire boundary
layer is cooled and is stabilized (Paluch and Lenschow, 1991; Jiang et al., 2002).
Thus suppressing drizzle formation can either lead to enhanced boundary layer
convection and enhanced cloud albedo, or weaker boundary layer convection and
thereby lower albedo clouds.

In addition, drizzle formation is not controlled totally by concentrations of
CCN. Numerous studies (Houghton, 1938; Johnson, 1982; Tzivion et al., 1994;
Levin et al., 1996; Cooper et al., 1997; Feingold et al., 1999) have indicated that
giant CCN (GCCN) or ultra-giant particles can serve as precipitation embryos
and initiate collision and coalescence. These aerosol particles, which are greater
than 5 �m in radius, can form cloud droplets large enough to initiate collision and
coalescence regardless of whether they are considered activated drops accord-
ing to Kohler theory (Johnson, 1982). For example, modeling studies of marine
stratocumulus clouds by Feingold et al. (1999) showed that increased concen-
trations of GCCN enhanced precipitation in clouds with moderately high CCN
concentrations. However, if CCN concentrations were quite low, the natural pre-
cipitation process was so efficient that GCCN had little influence on precipitation.

Thus the susceptibility of the drizzle process in marine stratocumulus clouds to
anthropogenic emissions of CCN depends on the presence or absence of large and
ultra-giant aerosol particles in the subcloud layer. Over the open sea, the dominant
large and ultra-giant aerosol particles are sea salt particles. While these particles
contribute only 10% or less to the total CCN population, they represent major
contributors to the large end of the aerosol size spectrum. Their concentration
in the marine boundary layer varies with wind speed, being in greater numbers
with stronger winds. We therefore hypothesize that the susceptibility of the drizzle
process in marine stratocumuli to anthropogenic CCN will depend on wind speed,
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being less susceptible at higher wind speeds than lower. Another potential source
of GCCN is desert dust which has both natural and anthropogenic origins (see
Chapter 4). But desert dust can also suppress clouds by radiatively heating the
cloud layer, and serve as enhanced CCN which will suppress precipitation. It is
not clear how desert dust effects the albedo of marine stratocumulus clouds in a
climatological sense because of its potentially complicated impacts.

Let us now examine the evidence supporting or refuting the Twomey hypothesis.
The major focus of these studies is on the world’s oceans where shallow stratocumu-
lus clouds reside. These shallow clouds, which are believed to be most susceptible to
the Twomey effect, cover over 34% of the world’s oceans. Therefore, any consistent
trend towards increasing CCN concentration over the oceans has the potential for
increased atmospheric albedo and global cooling. Unfortunately, there have not been
long-term systematic measurements of CCN concentration anywhere on Earth.

We must therefore resort to indirect methods of assessing whether global pol-
lution is affecting climate. In general, oceanic CCN concentrations are low; being
on the order of 50 to 100 cm−3. Over continental areas CCN concentrations range
from 500 to 1000 cm−3 with some heavily polluted regions reaching several thou-
sand per cubic centimeter. The main source of natural CCN over the oceans is
believed to be dimethylsulfide (DMS) which is excreted by plankton and then
liberated into the atmosphere where it is oxidized, probably photochemically,
to form non-sea-salt-sulfate aerosol (Bigg et al., 1984; Charlson et al., 1987;
Kreidenweis et al., 1991).

In Chapter 4 we saw that ship tracks (Coakley et al., 1987; Scorer, 1987;
Radke et al., 1989; Porch et al., 1990) are viewed as a “Rosetta stone” which
illustrates the interaction of CCN and cloud albedo. The evidence is quite clear
that exhaust from some fossil-fuel-burning ships is producing a plume of aerosol
which acts as CCN and thereby enhances droplet concentrations. The enhanced
droplet concentrations, in turn, suppress drizzle thus making the clouds wetter.
Both the enhanced droplet concentrations and wetter clouds produces a plume
or “ship track” that is brighter than surrounding clouds. Another example is
what Rosenfeld (2000) calls “pollution tracks” as viewed by AVHRR satellite
imagery. These pollution tracks are associated with pollution plumes from specific
industrial pollution sources. It is inferred that the pollution tracks are clouds
composed of numerous small droplets that suppress precipitation. We noted in
Chapter 4 that perhaps the most significant aspect of Rosenfeld’s analysis is
the conspicuous absence of pollution tracks over the United States and western
Europe. The implication is that these regions are so heavily polluted that local
sources cannot be distinguished from the widespread pollution-induced narrow
droplet spectra in those regions.



196 Climatic effects of anthropogenic aerosols

One way to examine the influence of widespread sources of CCN-generating
aerosols on global climate is to use simulations with general circulation models.
Firstly it must be recognized that GCMs have grid spacings of 150–250 km
and that clouds often comprise a small fraction of the grid-cell area and the
average grid-cell vertical velocities are very small, approximately 0�01 m s−1

whereas actual cloud-scale vertical velocities are more like 1 m s−1 and often
greater. The number of cloud droplets activated in clouds is not only a function
of the number of CCN available but also on the peak supersaturations in clouds
which is related to cloud-scale vertical velocity. It is, therefore, important to
estimate cloud-scale vertical velocities to predict the concentrations of cloud drops.
Some modelers have assumed an empirical relationship between predicted sulfate
mass concentrations and droplet concentrations (Martin et al., 1994; Boucher and
Lohmann, 1995; Kiehl et al., 2000), but that is equivalent to assuming there is
only a single value of cloud updraft velocity for all clouds in the model. Others
have estimated vertical velocity from predicted turbulent kinetic energy from their
boundary-layer models (Ghan et al., 1997; Lohmann et al., 1999). This is a step
in the right direction, but does not take account of the fact that cloudy updrafts
are at the tail of the probability density function (PDF) of vertical velocity.
Chung et al. (1997) assume a normal distribution of vertical velocity with a mean
given by the GCM gridpoint mean. They then determine the velocity-weighted
mean droplet concentration which takes into account the tails of their assumed
PDF of vertical velocity. But observed PDFs of vertical velocity in the cloudy
boundary are found to be multimodal and better fit by double-Gaussian PDFs
(Larson et al., 2001) with a mean that is a function of the root mean square
(RMS) vertical velocity not a GCM gridpoint mean. Moreover, the complications
of precipitation or drizzle processes on cloud lifetime, cloud water contents, and
cloud radiative properties discussed above cannot be well simulated in GCM
cloud parameterization schemes. For example, we have seen that precipitation
processes are non-linear functions of total condensate water contents. As a result
GCM model grid-box mean liquid water content is essentially meaningless for
representation of precipitation production (Stevens et al., 1998; Pincus and Klein,
2000). As pointed out by Pincus and Klein, a PDF approach to subgrid modeling
may be the optimum approach to resolving these deficiencies (Larson et al., 2005).
Another option, though considerably more computationally expensive, is to use
what have been called “super-parameterizations” in which cloud-resolving models
are activated at model gridpoints (Grabowski, 2001; Randall et al., 2003).1 These

1 A much more computationally efficient method, which retains the physics of the super-parameterizations,
has been proposed (Pielke et al., 2006b) where look-up tables, or functional fits, are used within the parent
model while the super-parameterization is run off-line.



Aerosol impacts on clouds: the Twomey effect 197

models have the capability of predicting cloud-scale vertical velocities and liquid
water contents and thus explicitly representing precipitation processes.

Keeping these caveats in mind, let us examine some of the results of GCM
simulations of the indirect effects of aerosols on climate. Chung et al. (1997)
used a coupled aerosol chemistry GCM to examine the influence of anthropogenic
aerosols on climate. The model explicitly calculates the conversion of sulfur
dioxide gases into sulfate particles. It includes an inventory of natural and anthro-
pogenic emissions of these gases and then predicts the global distribution of the
aerosols. Both direct and indirect radiative effects of aerosols are considered. But
they do not consider the complexities of drizzle formation and its potential radia-
tive influences. They estimate an indirect radiative forcing ranging from −0�4 to
1�6 W m−2. They find that the maximum in indirect forcing is over the Atlantic
Ocean near the coastline of North America.

This is in contrast with Boucher and Lohmann (1995) who estimated a stronger
magnitude of indirect forcing and especially over polluted land regions. Because
aerosol pollution is largely concentrated in the Northern Hemisphere (Schwartz,
1989) surface cooling is concentrated over the North Atlantic and North Pacific
Oceans due to the higher albedo of contaminated clouds. Several GCMs have
thus simulated an alteration in the general circulation which then affects pre-
cipitation in areas well beyond those regions (Rotstayn et al., 2000; Williams
et al., 2001; Rotstayn and Lohmann, 2002). These models were coupled to an
ocean mixed-layer model so that enhanced cloud albedo produced cooler ocean
surface temperatures in the Northern Hemisphere. In addition, suppressed rainfall
resulted in more extensive cloud cover which also cooled ocean surfaces. The
models responded by shifting the Intertropical Convergence Zone (ITCZ) south-
ward which enhanced precipitation in the Southern Hemisphere tropical regions
(Rotstayn et al., 2000) and drying in the Sahel zone in Africa (Rotstayn and
Lohmann, 2002).

The latter response is consistent with observed reduction in rainfall in the Sahel
zone during the twentieth century. Williams et al. (2001) also found a similar
response to both direct and indirect effects of pollutant aerosols, and in addition
they found a reduction in the Indian monsoon precipitation during June, July, and
August. The cooling in their model also resulted in expanded sea ice coverage in
the Arctic Ocean in summer. This is in response to the southward displacement
of storm tracks associated with the shift of the ITCZ southward. Thus the greatest
impacts of the enhanced aerosol concentration were over the north Polar regions
and secondarily around 40� N latitude.

We would like to note that one should not interpret the results of those sim-
ulations as being quantitative forecasts of the effects of aerosols on patterns
and amounts of regional precipitation. As noted previously, there are too many
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uncertainties in the distribution and concentrations of aerosols in the past and even
in the present. In addition, we have seen there are many simplifications in the
models that limit their ability to realistically simulate indirect effects of aerosols.
Instead, these simulations demonstrate the potential that direct and indirect aerosol
forcing, even though being regional in nature, can have wide area responses well
beyond the regions directly influenced by aerosol changes in radiation.

We have seen that greenhouse warming as a result of enhanced carbon dioxide
concentrations is only significant when the global hydrological cycle is enhanced
and greater amounts of water vapor are evaporated into the air principally over the
oceans but also over land, since water vapor is the dominant greenhouse gas (as
discussed in Chapter 8). The increased amounts of water vapor in the air, in turn,
result in a strong positive feedback to CO2 warming. Recent GCM simulations of
both greenhouse warming, and direct and indirect aerosol effects (Liepert et al.,
2004) suggest that aerosol indirect and direct cooling reduces surface latent and
sensible heat transfer and as a consequence acts to spin down the hydrological
cycle and thereby substantially weaken greenhouse gas warming. This is important
since most investigators compare top of the atmosphere radiative differences for
greenhouse gas warming and aerosol direct and indirect effects separately. But
since greenhouse warming depends on a spin-up of the hydrological cycle and
aerosol direct and indirect cooling counters that, the potential influence of aerosols
on climate could be far more significant than previously thought.

9.4 Aerosols in mixed-phase clouds and climate

We have seen in Chapter 4 that supercooled clouds can exhibit what are called
pollution tracks (Rosenfeld, 2000) which are believed to be clouds composed of
numerous small droplets that suppress precipitation. Perhaps the most significant
aspect of Rosenfeld’s analysis to global precipitation and climate is the conspic-
uous absence of pollution tracks over the United States and western Europe. The
implication is that these regions are so heavily polluted that local sources cannot
be distinguished from the widespread pollution-induced narrow droplet spectra
in those regions. We have also seen that pollution can suppress precipitation in
wintertime orographic clouds (Borys et al., 2000, 2003) by enhancing the concen-
tration of CCN and as a consequence cloud droplets are smaller, which reduces
the efficiency of ice crystals collecting supercooled droplets or riming. Further
evidence of this effect was suggested in the analysis by Givati and Rosenfeld
(2004) of orographic precipitation records downwind of major urban centers in
Israel and California. They inferred that precipitation is suppressed by 15% to
25% downwind of those urban areas.
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We have seen that some pollution sources, particularly those associated with
mining and heavy metal industries and leaded gasoline, are high in IN concen-
trations (Schaefer, 1969). There are indications, however, that there has been a
systematic decrease in IN concentrations at several sites in the Southern Hemi-
sphere as well as Hawaii over the last 25 years (Bigg, 1990b). It is not known at
this time if such observations are a direct result of the increased use of lead-free
gasolines or contamination of natural ice nuclei by sulfate pollutants (often called
IN poisoning). There are observations, however, of both enhanced CCN and IN
concentrations in the boundary layer. For example during the FIRE/SHEBA field
experiment in the Arctic Basin, Yum and Hudson (2001) found CCN concentra-
tions of 100 and 250 cm−3 (active at 1% supersaturation) below and above the
boundary layer inversion, respectively. At the same time Rogers et al. (2001)
measured IN concentrations ranging from approximately 3 l−1 below the inversion
to 85 l−1 above the inversion. The air over the ice surface in the Arctic bound-
ary layer is often very clean. But it has long been known that there are major
intrusions of polluted air into the Arctic basin and that they often contain high
concentrations of CCN (Borys and Rahn, 1981; Patterson et al., 1982). Whether
the pollution sources are also rich in IN is less well known.

Cloud-resolving simulations of Arctic boundary layer clouds during FIRE/
SHEBA, first for a particular day (Carrió et al., 2005a) and then for the entire
spring season of the field campaign (Carrió et al., 2005b) were carried out.
The model was initialized with either the clean subcloud aerosol concentrations
throughout the boundary layer or with the observed polluted aerosol concentra-
tions above the inversion and clean below. During the spring season simulations
were performed with the model coupled to a sea ice model.The multi-month sim-
ulations were performed using two to three daily SHEBA soundings nudged into
the cloud-resolving model to represent daily variations in the synoptic atmosphere.
Mixed-phase clouds prevailed during the first 2 months of simulation, while pre-
dominately liquid clouds were simulated during the last month. The effects of IN
entrainment when mixed-phase clouds were present decreased liquid water paths
while ice water paths increased. Even though the above inversion IN concentra-
tions are much lower than estimates from midlatitudes using the Meyers et al.
(1992) formula, the clouds were essentially overseeded. As a result the crystal fall
speeds were reduced and so were the precipitation rates. This resulted in longer
residence times of the ice particles and increased total condensate paths. This pro-
duced enhanced downward longwave radiation. Enhanced albedo associated with
enhanced CCN concentrations (hence droplet concentrations) also occurred but
this was much smaller in magnitude so that net surface radiation was increased.
As a consequence sea ice melting rates were greater. Overall, the model suggests
that the entrainment of a polluted air layer overriding the inversion enhances sea
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Figure 9.3 Zonal annual mean changes between present-day and pre-industrial
times for the experiments where 10% of the hydrophilic black carbon act as
ice nuclei (solid line), 1% (dash–dot line), and 0% (dotted line). Adapted from
Lohmann (2002). © [2002] American Geophysical Union. Reproduced by per-
mission of the American Geophysical Union.

ice melting rates. Melting rates were approximately 4% higher when the air above
the boundary layer was polluted than when the entire layer is composed of clean
subcloud air.

Only recently have GCMs been able to simulate the effects of enhanced IN
concentrations on climate. Lohmann (2002) assumed that a fraction of hydrophilic
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soot aerosol particles act as contact ice nuclei at temperatures between 0 �C
and −35 �C based on laboratory studies by Gorbunov et al. (2001). She found
that increases in aerosol concentration from pre-industrial times to present day
pose a new indirect effect, a so-called “glaciation indirect effect,” on clouds
(see Table 8.3). She showed that increases in contact IN in the present-day
climate result in more frequent glaciation of clouds and increase the amount of
precipitation via the ice phase. This effect can at least partly offset the solar indirect
aerosol effect on water clouds and oppose suppression of drizzle by enhanced
CCN concentrations. As a result she concluded that precipitation is enhanced
by anthropogenic aerosols (Fig. 9.3). It should be noted that whether enhanced
IN concentrations increase or decrease precipitation is very cloud specific. It is
also the most controversial aspect of cloud seeding. In clouds with low liquid
water content, complete glaciation of clouds can overseed them and result in
high concentrations of small ice crystals as reported in Carrió et al. (2005a,b).
On the other hand, modest increases of ice crystal concentrations in some clouds
can convert them from a non-precipitating or weakly precipitating cloud to one
that is precipitating. Unfortunately, neither cloud-scale models or GCMs have
demonstrated the ability to predict which regime prevails under a variety of cloud
regimes.

9.5 Aerosols, deep convection, and climate

Most large-scale numerical prediction models such as GCMs use convective
parameterization schemes such as Arakawa–Schubert (Arakawa and Schubert,
1974), Betts–Miller (Betts and Miller, 1986), or Kuo (1974). These schemes pro-
vide heating and moistening by deep convection and have a simple precipitation
parameterization that is usually linked to a bulk precipitation efficiency. As such,
these models do not have sufficient sophistication in cloud microphysics to include
aerosol influences on precipitation or mass fluxes, or heating profiles. An excep-
tion would be those models that use a so-called super-parameterization approach
(Randall et al., 1984; Grabowski, 2001). Since this approach uses cloud-resolving
models, it is relatively straightforward to extend them to include explicit aerosol
effects.

Using a more classical approach to parameterizing convection, Nober et al.
(2003) decreased precipitation efficiency in convective clouds having temperatures
warmer than 263 K depending on the cloud droplet number concentration. The
instantaneous effects on precipitation formation were very large, reducing pre-
cipitation formation by as much as 100%. However, because these changes are
confined to small areas, the large-scale mean precipitation anomalies were not
significantly affected.



202 Climatic effects of anthropogenic aerosols

Khain et al. (2005) postulate that smaller cloud droplets, such as originating
from anthropogenic activity, would reduce the production of drizzle drops. When
these droplets freeze the associated latent heat release results in more vigorous
convection. In a clean cloud, on the other hand, drizzle would deplete the cloud
liquid water so that less latent heat is released when the cloud glaciates resulting
in less vigorous convection. Thus, they found that a squall line did not form under
clean conditions, whereas the squall line developed under continental aerosol
conditions which produced more precipitation after 2 hours. Zhang et al. (2004)
came to similar conclusions for different 3-week periods over the Atmospheric
Radiation Measurement (ARM) site in Oklahoma.

In simulations of entrainment of Saharan dust into Florida thunderstorms, van
den Heever et al. (2006) also found dust not only impacts the cloud microphysical
characteristics but also the dynamical characteristics of convective storms as
well. We have seen in Chapter 4 that dust can enhance CCN, GCCN, and IN
concentrations. Van den Heever et al. considered the influence of dust on deep
convection where dust served as just CCN, then as GCCN, then only as IN, and
then as the entire combination. In each simulation, dust altered the dynamics of
convection by producing greater amounts of supercooled water. In response to
freezing of the greater amounts of supercooled water, the strengthened updrafts
thrust more water into anvil levels and produced less accumulated rainfall on the
ground by the end of the day. Earlier in the afternoon precipitation was enhanced
by dust, but later most of the dust had been washed out by precipitation. The
variations in cloud microstructure and storm dynamics by dust, in turn, alters the
accumulated surface precipitation and the radiative properties of anvils. This is
in contrast to the dynamic seeding concept in which seeding enhances glaciation
of convective clouds which leads to dynamical invigoration of the clouds, larger
amounts of processed water, and thereby enhanced rainfall at the ground (Simpson
et al., 1967; Rosenfeld and Woodley, 1989, 1993). From a radiative perspective,
it may be more important that the anvil properties of the clouds are modified by
dust than surface rainfall. That is, if the direct effects of dust are not so strong that
convection is totally inhibited, those storms that do form are likely to produce
anvils which are optically thicker and thereby reflect incoming solar radiation
and radiate more longwave radiation to the ground, with the latter response being
dominant. Therefore dust may act to enhance greenhouse warming.

Overall, aerosols have the potential for having substantial impacts on clouds,
precipitation, and the radiative properties of clouds. However, the interaction
between aerosols and clouds is sufficiently complex that even cloud-resolving
models have difficulty in accurately simulating their physics and dynamics. GCMs
have not included all of these complexities, thus we cannot yet skillfully simulate
the impact of aerosols on global climate.
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Nuclear winter

10.1 Introduction

The nuclear winter hypothesis, in simplest terms, contends that a large-scale
nuclear war would generate large amounts of smoke and dust in the atmosphere
which would attenuate solar radiation and cause so much cooling of land areas
that winter-like conditions would prevail in the summer months and major crop
failures would occur. The rudiments of the hypothesis were first presented by
Crutzen and Birks (1982) who calculated the amounts of smoke that would be
lofted into the atmosphere by fires following large-scale nuclear warfare resulting
in obscuration of solar radiation of the Northern Hemisphere for several weeks
or more. They then speculated on the possible climatic responses to the resultant
reduced surface temperatures. This paper was followed by Turco et al. (1983) or
the so-called TTAPS paper in which a one-dimensional, globally and annually
averaged, radiative–convective model was used to calculate surface temperatures
following massive injections of smoke into the atmosphere. They calculated that
the smoke and dust emitted by fires following a massive nuclear exchange would
cool land surface temperatures in midsummer below freezing in the Northern
Hemisphere, with surface temperatures falling as much as ∼35 �C. The term
“nuclear winter” was established to describe this modeled cooling.

These papers stimulated intense interest in the topic both in the scientific com-
munity and in the political arena. As a result a series of national and international
committees were established to assess the potential environmental consequences
of large-scale nuclear warfare (e.g., Harwell and Hutchinson, 1985; National
Research Council 1985; Pittock et al., 1986). National and cooperative interna-
tional research programs were also established.

In the United States, research programs on nuclear winter were established by
the Department of Energy, the Defense Nuclear Agency, and to a lesser degree
the National Science Foundation and the National Oceanic and Atmospheric
Administration. Funding for nuclear winter research was mandated by Congress
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but no specific funds were allocated. As a result funding was achieved largely by
internal reprogramming within the various agencies. In some cases, this meant
that researchers in or supported by the agencies were polled to see if they were
doing research relevant to nuclear winter and if so, their programs were totaled
to identify monies in the agencies going to the nuclear winter program. In other
words, the scientists did what they had always done, with the exception, perhaps, of
attending a few meetings. In other cases, the agencies redirected scientists to work
on nuclear winter research, sometimes with less than enthusiastic participation.
In other cases, funding was reprogrammed from other areas making the program
very vulnerable to outside attack once the political support for nuclear winter
research waned. Still, a few scientists and agencies jumped into nuclear winter
research with enthusiasm.

Some scientists, such as Carl Sagan, used the nuclear winter hypothesis as a
vehicle for proclaiming anti-nuclear war and anti-war policies. As noted by Dyson
(1988), this has put professional scientists in an awkward position. Singer (1992)
has also briefly discussed the political aspects of the nuclear winter issue. On
the one hand, it is the responsibility of scientists to critically examine a new and
exciting theory, and in many cases, prove it wrong. This is how science works.
Every new theory has to be defended by its proponents against intense and often
bitter criticism and scrutiny. This is what keeps science honest! The rare theory
that withstands the onslaught of criticism is strengthened and improved by it.

On the other hand, nuclear winter as a political statement makes us want to
believe it, because few scientists favor the destructive powers of nuclear warfare,
especially if it means the worldwide destruction of society. This is an example of
a genuine conflict between the demands of science and the demands of humanity.

Coincident with the “Peristroika” policy and eventual break-up of the Soviet
Union, interest in the science of nuclear winter plummeted so that by 1990 no
national research program in nuclear winter remained. Nuclear winter research
experienced a “rise and fall” in a time-span of only 8 years. In 1991, Carl Sagan
attempted to revive interest in nuclear winter by predicting on “Nightline” that
the Kuwaiti oil fires which were a result of the Persian Gulf War would produce a
nuclear winter effect, causing a “year without a summer,” and endangering crops
around the world. Sagan stressed this outcome was so likely that “it should affect
the war plans.” Scientific measurements were taken locally and at long range in
the smoke plumes (Cahill et al., 1992; Lowenthal et al., 1992; Pilewskie and
Valero, 1992). These analyses suggested that the meteorological and air quality
effects were mainly confined to regional impacts.

In this chapter we set aside our humanitarian concerns and focus on the scientific
question: is the nuclear winter hypothesis a viable hypothesis and what is the
evidence supporting or refuting it?
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10.2 The nuclear winter hypothesis: its scientific basis

The nuclear winter hypothesis is another example of a long, multiple-chain hypoth-
esis. It is composed of the following elements.

• Large-scale nuclear warfare involving a total yield in excess of 100 megatons will
occur over much of the Northern Hemisphere.

• In addition to the death and destruction due to the direct consequences of the bombing,
area-wide fires will ensue for a period of several days, and the smoke will be injected
into the upper troposphere and lower stratosphere.

• Much of the injected smoke will consist of submicron-sized soot or elemental carbon
particles which are excellent absorbers of solar radiation and, owing to their small size
and low fall velocities, have long residence times in the atmosphere.

• The smoke that escapes early scavenging by clouds and precipitation elements will
disperse throughout the Northern Hemisphere creating a nearly uniform pall over much
of the hemisphere.

• The widely dispersed smoke will have sufficiently large optical depths to cause signifi-
cant absorption of solar radiation with little absorption of terrestrial radiation (assumes
that the smoke layer is cloud-free and particles are small and dry) so that widespread
lowering of surface temperatures occurs.

• The thermal inertia or heat storage in the oceans will cause only local (coastal?) modi-
fication of the airmasses thus not damping the widespread cooling effect substantially.

• A threshold amount of smoke-induced cooling will trigger a major climatic shift that
will take years or centuries for recovery.

• The smoke-induced cooling will result in major crop losses and it will compound food
losses due to disrupted production and distribution systems associated with the direct
effects of warfare, leading to widespread famine and death.

Let us now examine each of these subhypotheses, respectively.

10.2.1 The war scenarios

In order to estimate the maximum possible extent of widespread nuclear warfare,
one must first estimate the total nuclear arsenal in the United States, former
Soviet Union, and other countries and their allies. Much of this information is
classified but educated estimates can be made. Of the total arsenals one must
next estimate what fraction of those weapons would be functional and how many
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would be made inoperative in a first strike (before the defender can respond).
Turco et al. (1990) estimate that the combined United States and Soviet arsenals
comprise about 25 000 warheads carrying roughly 10 000 megatons (Mt). Crutzen
and Birks (1982) used two scenarios, a 5750 Mt detonation and a 10 000 Mt
detonation. The original TTAPS study spanned a range of 100 to 25 000 Mt with
a baseline scenario of 5000 Mt. The US National Research Council (1985) report
considered a 6500 Mt war as a baseline scenario. This is the level of bombing
that is most often used in the model calculations. Obviously the actual amount
of bombing that could occur is a matter of conjecture and we hope that none of
these scenarios would ever become reality. The nuclear arsenals, of course, have
also been reduced in recent years through arms control agreements in conjunction
with the collapse of the Soviet Union, but very substantial nuclear warheads, of
course, still remain in the United States and Russia.

10.2.2 Smoke production

Estimating the amount of smoke produced in any particular bombing scenario is
particularly complicated since one must speculate on the nature of targets (i.e.,
are they urban centers, or rural areas where missile silos, military camps, etc. are
located, or a mix of urban–industrial and rural land), the nature of the fuels in
each hypothetical target, the magnitude and type of bomb used at each target, and
the local weather conditions affecting fire behavior.

In an urban area, for example, smoke production will vary depending on whether
the fuel is open to the air or buried beneath piles of rubble. Likewise the size
of soot particles and their optical blackness depends on whether the fire burns
quickly and at high temperatures or smolders for a long time. Turco et al. (1990)
cite references to sources of how fuel loading estimates are made. They conclude
that the uncertainty in estimating combustible loading for a particular bombing
scenario is probably less than 50%.

Taking factors such as these into account, various scientists and groups of
scientists have made rough estimates of the amount of soot that is produced
for given bombing scenarios. For example, the National Research Council
(1985) estimated that a baseline 6500 Mt war would produce 360 Tg (1012 g) of
smoke containing 65-70 Tg of strongly absorbing soot particles. Penner (1986)
estimated the total amount of smoke production for a large-scale nuclear war
could range from 24 to 400 Tg, with soot production being between 10 and
225 Tg. It must be recognized that a large uncertainty exists with these probable
values.
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Once these bulk estimates of smoke production are made, then one must esti-
mate how this smoke is distributed vertically and horizontally and how much
smoke is removed by sedimentation and scavenging.

10.2.3 Vertical distribution of smoke

Estimating the vertical distribution of smoke from fires is important in determining
how long the smoke will remain in the atmosphere. If most of the smoke remains
below 2-3 km above the ground such as occurred in the Kuwaiti oil fires of 1991,
turbulent mixing, cloud, and precipitation particle scavenging and sedimentation
of particles will result in the removal of the smoke from the atmosphere in a week
or so. On the other hand, if much of the smoke rises to the upper troposphere,
where turbulence is less common, clouds are low in water content and less able to
scavenge soot particles, and precipitation rates are small, the smoke may remain
in the atmosphere for periods of several weeks to a month or so. Finally, if a large
amount of smoke makes its way into the very stable, lower stratosphere where
clouds are uncommon, the smoke could remain in the atmosphere for periods
of many months to as much as a year or more, similar to the residence time
associated with volcanic aerosols ejected into the stratosphere.

The vertical distribution of smoke produced by a given fire depends on the
fuel loading and resultant burn, and on many meteorological conditions including
the likelihood that wet deep convection will participate in the vertical transport
of the smoke. Typically wildland fires have modest fuel loadings and as a result
most of the smoke from them remains below 3–4 km above ground level (Small
et al., 1989). Urban fires can be far more concentrated and if there is sufficient
moisture and conditional instability in the environment, numerical simulation of
urban fire plumes with two- and three-dimensional models suggests that wet deep
convection can be triggered by the heat from the fires (Banta, 1985; Cotton,
1985; Penner, 1986; Pittock et al., 1986; Tripoli, 1986). If the heat output is great
enough and the atmosphere has sufficient conditional instability, then the models
suggest that vigorous convective storms can be triggered that can transport smoke,
debris, and water substance into the upper troposphere and lower stratosphere.
Stratospheric injection of smoke from burning urban areas, however, is probably
relatively little. Turco et al. (1990) estimate as much as 10% of the smoke will
reach the stratosphere but this is probably on the high side. First of all, the intense
burning period following a bombing is likely to last only a few hours and only
a few targets will have sufficiently concentrated fuels and sufficiently unstable
atmosphere to support stratospheric penetrating convection.

Even intense firestorms such as occurred over Dresden, Germany during World
War II are likely to transport only a small proportion of the smoke produced into
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the stratosphere. Firestorms are intense fires that produce vigorous whirling winds
on the scale of tens of kilometers. The strong winds associated with firestorms
ventilate the fires, thereby strengthening them. Tripoli’s (1986) simulation of
such an urban firestorm revealed, however, that the cyclostrophic reduction in
pressure associated with the rapidly rotating storm created vertical pressure gra-
dients that weakened the storm’s updrafts, and, as a result, the smoke plume
was detrained at lower levels. Moreover, the weaker updrafts increase the time
that scavenging processes will operate in the rising updrafts, and increase the
efficiency of precipitation processes and wet removal of smoke. We will address
the scavenging issue more directly in the next subsection. In summary, it appears
that the bulk of the smoke from wide-spread nuclear warfare will be deposited
below the middle troposphere, probably in the range of 4 to 6 km (Small et al.,
1989).

10.2.4 Scavenging and sedimentation of smoke

Another uncertainty is the amount of smoke that is emitted by fires and then
transported aloft by dry or wet convection which is removed by scavenging and
sedimentation. In the case of cloud-free convection, the main removal mechanism
is by slow settling of the particles. This process is enhanced by coagulation among
numerous, small, slowly settling particles to form larger, faster falling particles.
Coagulation occurs very rapidly in the highly concentrated regions close to the
fires, but as turbulent diffusion lowers the concentration appreciably, coagulation
takes place very slowly, requiring many days to weeks to create numerous, faster
falling particles that settle to the Earth’s surface. Only the very large smoke
particles (greater than tens of micrometers) will settle out of the plume in a few
hours to days in the absence of clouds.

Clouds greatly enhance the removal of smoke particles. Some of the smoke
particles, such as those from wood products, are likely to be hygroscopic and
serve as CCN. Others, such as from petroleum products, are less likely to serve
as CCN. But measurements in the Kuwait oil fire smoke plumes by Hudson and
Clarke (1992) showed that 70% of the particles are active as CCN. Those particles
may after a time coagulate with hygroscopic particles and thereby become wetted
as the hygroscopic component of the mixed aerosol particle takes on water vapor.
Estimates of the amount of smoke that is removed by activation of sooty CCN or
what we call nucleation scavenging varies widely from less than 10% to more than
90%. In our opinion, for wildland fires and most residential fires it is probably
closer to 90%, while in industrial petrochemical fires it may be as low as 10-20%.
These are just educated guesses, however.
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Just because such particles are embedded in cloud droplets does not mean they
will be removed from the atmosphere. Many cloud droplets remain small and
will eventually evaporate releasing the embedded particles back into the atmo-
sphere. During their brief residence in the cloud droplets, the aerosol particles
may partially dissolve, undergo wet chemical reactions, and coagulate with other
embedded particles. Thus while the particles may be released back into the atmo-
sphere when the droplets evaporate, they probably have changed both in size
and chemical composition. Some of the droplets containing embedded aerosol
will participate in the formation of raindrops. Most of those aerosol particles
will rain out to the ground and no longer play a role in electromagnetic radi-
ation attenuation. The fraction of aerosol actually rained out is proportional to
the precipitation efficiency of the clouds. Precipitation efficiencies vary widely
among cloud types ranging from 10% to more than 90%. Fire-triggered clouds
having very intense updrafts such as in some model calculations may exhibit
precipitation efficiencies that are very low, similar to supercell thunderstorms
(∼10%), whereas if cloud updrafts are weaker, the longer time available in
the updrafts favors higher precipitation efficiencies, probably closer to 70-80%.
Because the bulk of the fire-producing clouds are probably in the weaker updraft
categories, precipitation efficiencies are probably on the higher side, greater
than 50%.

In addition to nucleation scavenging, some remaining particles are directly scav-
enged by cloud droplets and raindrops. The small aerosol particles that are most
likely to attenuate sunlight appreciably are susceptible to scavenging by Brownian
diffusion and phoretic scavenging (see Pruppacher and Klett, 1978; Cotton and
Anthes, 1989). These processes are relatively slow and probably account for
less than 10% of the total removal of small particles. Again, once embedded in
droplets, their ultimate fate is determined by the precipitation efficiency of the
clouds. Larger aerosol particles are readily scavenged by hydrodynamic capture
(see Pruppacher and Klett, 1978) by raindrops. The very large (greater than a
few tens of micrometers) non-hygroscopic smoke particles will be capable of
colliding with cloud droplets or raindrops thereby becoming large drops and
then being rained out as they participate in the precipitation process. Such large
particles probably contribute to the “black rains” seen in major urban fires fol-
lowing nuclear bombardment (MacCracken and Chang, 1975; National Academy
of Sciences, 1975; Whitten et al., 1975), and such “black rains” were also seen
in Basra, Iraq, downwind of the oil fires in Kuwait according to news reports.
TTAPS originally estimated that 25% to 50% of the bulk smoke mass in a large-
scale war scenario would be scavenged immediately and subsequently, Turco
et al. (1990) downgraded this estimate to 10% to 25%. In our opinion, the original
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TTAPS estimate is probably an underestimate, with 50% to 60% being more
likely.

10.2.5 Water injection and mesoscale responses

As seen in the above discussion, major nuclear-triggered fires would not only
produce the vertical transport of smoke but also the vertical transport of water
substance. The source of the water substance transported upward over the fires
arises directly from the combustion process and from the low-level convergence
of air feeding the fires. Of the fuel that is burned, particularly wood fuels, roughly
10% of the burned mass is water vapor, whereas the amount of submicron-sized
smoke that can effectively absorb sunlight comprises less than 1% of the smoke
mass (e.g., Cotton, 1985). The combustion process, however, is not the major
source of water transported aloft by fires. Feeding the fires and the rising hot
gases is low-level convergence of ambient air. In the summer months (which we
shall show is the crucial period for major climatic consequences), surface mixing
ratios of water vapor range from 15-20 g kg−1 in the semi-tropics and tropical
coastal areas, to as low as 8-10 g kg−1 in the continental interiors. Even in the
driest desert regions, in summer, surface vapor mixing ratios rarely go below 5 g
kg−1. As the air converging in the fires rises in the buoyant updrafts, it mixes with
the moist, fire exhaust-product air as well as drier ambient air at higher levels.
Moreover, the rising air column cools nearly adiabatically raising the relative
humidity to over 100% where a cloud forms. Eventually some moisture is lost by
being precipitated out of the cloud and as a consequence of mixing with drier,
high-level air. Nonetheless, the air that is detrained out of the rising fire plumes in
the middle and upper troposphere is considerably more moist than the surrounding
environmental air.

Ambient water vapor mixing ratios at heights of 8–10 km in the atmosphere are
typically less than 1 g kg−1 and so also are saturation values, so that only small
additions of water vapor are needed to produce persistent clouds (see discussion
in Section 4.2 on contrails).

Turco et al. (1990) conclude that the total mass of water injected over a
hemisphere would perturb ambient water vapor concentrations by at most a few
percent and therefore have little effect. They argue that the clouds formed by the
fire injections would eventually be warmed by smoke injections and thereby be
dissipated. We must remember, however, that the smoke and water substance are
simultaneously injected into the atmosphere and with the exception of precipitation
removal, they will remain colocated in the atmosphere for an extensive period.
Moreover, water vapor in the upper atmosphere is a trace gas that requires only
small additions to become saturated to form clouds. An example are jet contrails,
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which as we saw in Chapter 4, can lead to persistent cloud cover. The moisture
released by jet contrails are many orders of magnitudes less than the expected
bulk moisture amounts injected into the middle and upper troposphere by nuclear
bomb produced fire plumes. As a result we anticipate that associated with the
widespread smoke release would be persistent cirrus and altostratus cloud decks
which will substantially alter the radiation balance. We examine its potential
consequences next.

Several investigators began preliminary investigations of the mesoscale
responses to smoke and moisture emissions by intense urban fires (Golding et al.,
1986; Giorgi and Visconti, 1989). Depending on the amount of moisture emitted
with the smoke, middle and upper tropospheric clouds formed in their simulations
over broad areas (patches greater than 50 km or more) either in the smoke core
or at the peripheries of the smoke plumes.

Cotton et al. (personal communication), for example, examined the mesoscale
responses to just a dry smoke plume introduced into the upper troposphere. The
emitted smoke amounts were based on the amounts of smoke detrained from
a single simulated smoke plume using a three-dimensional cloud model (e.g.,
Tripoli, 1986), but no moisture was added to the atmosphere by the fires. They
found that the model responded to solar heating of the smoke plume by causing
lofting of the plume and a sea-breeze-like circulation in the upper troposphere at
the boundaries of the plume. This sea-breeze-like circulation caused the formation
of a cirrus-like ice cloud in the rising air entering the base of the smoke plume
whenever the ambient relative humidity exceeded 70% relative to water. Thus,
in spite of the fact that the heated air in the smoke plume lowered the relative
humidity, the ascent of unheated air by the sea-breeze-like, solenoidal circulation
triggered ice and liquid cloud formation. Moreover the ice cloud persisted owing
to the lower saturation vapor pressures with respect to ice relative to liquid water.

They calculated that the persistent ice cloud absorbed the upwelling terrestrial
radiation, causing a greenhouse warming effect, particularly at night. Thus while
a simulation with a dry smoke cloud (i.e., no cloud was allowed to form in
the rising air column) produced average surface temperatures 6 K cooler than
the no-smoke simulation after 24 hours, the case with an ice cloud was only
1.4 K cooler than the no-smoke control experiment. This illustrates the potential
moderating influence of cloud formation associated with ascent of a smoke plume
in the middle and upper troposphere. Because the smoke plumes that rise into the
middle and upper troposphere would bring with them large quantities of water
substance (relative to what naturally resides at those levels, but not necessarily in
absolute values relative to surface moisture values), the moisture and mesoscale
circulations associated with the smoke plumes would likely produce extensive
stratiform cloud cover which could persist for periods of weeks or more in direct
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association with the smoke plume. The moderating influence of the fire-induced
cloud would delay the onset of strong surface cooling during the phase that
the smoke cloud is most concentrated. If the fire-induced cloud is sufficiently
optically thick, it could reflect so much solar radiation that it would create a
positive feedback to the smoke-induced cooling. Eventually much of the liquid
and ice cloud will precipitate out of the atmosphere (faster than the sedimentation
of the smoke). The question remains will the persistent cloud be present long
enough to allow diffusion of the smoke concentrations to such small magnitudes
that only small surface cooling will occur?

In the absence of any cloud responses, Haberle et al. (1985), for example,
predicted that the solar heated smoke would be lofted into the stratosphere where
it could reside for periods of months or more. We shall show that GCMs simu-
lated similar responses in the absence of any cloud feedbacks. Such behavior of
cloud lofting to higher levels, however, did not occur with the Kuwaiti oil fire
plumes, even in clear skies, as a result of the strong thermodynamic stability in
the midtroposphere. The presence of water clouds provides an additional interac-
tion with the smoke. Clearly, an assessment of cloud feedbacks is important to
understanding the ultimate climatic responses to large-scale nuclear warfare. We
shall see that a better understanding of cloud feedbacks is important to evaluating
any potential impacts of human behavior on climate.

10.2.6 Other mesoscale responses

Atmospheric responses to smoke and water substance injections as a consequence
of nuclear warfare on scales of a few hundred kilometers to a few thousand
kilometers (the mesoscale) is important in determining the ultimate fate of the
the smoke and soot. Global climate models begin with a uniform layer of smoke
introduced into the middle and upper troposphere and lower stratosphere. The
actual smoke injections initially would be in discrete plumes originating from the
fires over individual targets. Will the plumes remain in relatively narrow corridors
and not become widely distributed as is assumed in the larger-scale models?
Pielke and Uliasz (1993) have shown that dispersion is substantially enhanced
due to spatial variations in surface heating as a result of temporal and spatial
variations of turbulence and the generation of coherent mesoscale circulations. A
similar response would be expected to occur associated with mesoscale patches
of heating within the atmosphere. Even without mesoscale forcing, the results of
McNider et al. (1988) suggest that vertical shear of the horizontal wind in the free
atmosphere will significantly enhance dispersion from what is normally simulated
in larger-scale models. If they do merge and diffuse into a relatively uniform pall,
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will this dispersion take so long that the smoke concentrations have diminished
below levels for any significant solar heating responses?

It is possible that the consequences of such large-scale warfare would result in
only mesoscale and regional responses with no longer-term global effects. One can
speculate on a number of other potential mesoscale responses to smoke and water
substance emissions. For example, patchy surface heating related to attenuation of
solar energy by the smoke and cloud plumes can generate low-level, sea-breeze-
like solenoidal circulations that can trigger deep convective clouds and rainfall.
In fact the triggered clouds could not only produce severe weather but penetrate
into the elevated plume, scavenging the smoke plumes that have spawned them.

The patchy surface heating can modify natural physiographically-driven circu-
lations (i.e., coastal sea breezes, mountain slope flows, circulations driven by dif-
ferential surface heating such as described in Part II), strengthening them in some
cases, and weakening in others. The patchy surface heating can also alter weak
synoptic-scale fronts causing those beneath the smoke/cloud cover to penetrate
further equatorward during the daytime and possibly less equatorward at night.

These are just a few examples of potential mesoscale and regional scale
responses to smoke and water substance injections by large-scale nuclear warfare.

10.2.7 Global climatic responses

The estimates of the global climatic responses to smoke injections during large-
scale nuclear warfare are normally considered in two stages: an acute stage lasting
a month or so and a chronic stage lasting several months or more. The global
models used to calculate potential climatic impacts normally begin with the smoke
being uniformly distributed through the Northern Hemisphere with a specified
vertical distribution, and a concentration that varies with the particular war sce-
nario. The first model calculations were done by TTAPS with a one-dimensional
radiative–convective model, followed by the application of longitudinally aver-
aged two-dimensional models (e.g., Cess et al., 1985), and a number of GCMs
of varying complexity.

The acute phase

The original TTAPS one-dimensional model calculations suggested that maximum
summertime decreases in surface temperatures would be as large as 35 �C. The
summer months are believed to experience the greatest cooling because too little
radiation is present in the winter months to be appreciably diminished in intensity
by the presence of the smoke. In addition, during summer the reduction of pho-
tosynthetically active radiation by smoke for a sufficiently long period of time
below the threshold required by vegetation to sustain their metabolic processes
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Figure 10.1 Summary of nuclear winter climate model calculations. Data
shown for the following: (i) (•) Average land temperatures (coastal plus inland)
in regions beneath widespread smoke layers for the coldest 1- to 2-week period
in the simulation (some of the references report only temperature changes; the
absolute temperatures have been deduced by subtracting the computed average
temperature decrease from the temperature offset given below for each season);
the month of the simulation is indicated by a numeral; for the one-dimensional
radiative and convective models, the average land temperature decreases are
taken as one-half of the “all-land” temperature decreases to account for the
effect of ocean moderation; annual average solar insolation also applies in
these cases. (ii) The box represents minimum land temperatures beneath smoke
during the acute phase of nuclear winter simulations (again, where necessary,
absolute temperatures were obtained by subtracting decreases from offsets);
these temperatures are averaged over at least 1 day. (iii) Hemispheric average
absorption optical depth of the smoke injection. (iv) Height centroid of the
smoke mass injection. (v) Residual smoke fractions at several times in each
simulation. The selected calculations roughly correspond to recommended
baseline smoke injection scenarios; less severe and more severe cases have been
investigated, but not as frequently as baseline cases. The studies have been
ordered from left to right roughly in chronological sequence and are numbered
along the bottom of the figure. For a given study, several cases may be illustrated
(for example, the Ramaswamy and Kiehl (1985) results are shown for two
smoke-injection profiles). The data are organized vertically for each simulation.
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can result in the death of the plants. Sagan (1983) speculated that if the smoke
concentrations exceeded a critical level, catastrophic changes in climate would
occur. This speculation has not been supported by the more sophisticated model
calculations. As more realistic physics was added to the models, the magnitude
of predicted cooling diminished appreciably from the original TTAPS estimates.
Some of the more important improvements included the allowance for smoke to
be transported vertically and horizontally, the inclusion of vertical heat transports
from ocean surfaces, and better estimates of scavenging and removal. Vertical
transport of the heated smoke, for example, created a lofted stable plume of smoke
that formed a very stable layer of air aloft much like the natural stratosphere but
with its base much lower at ∼5km (Malone et al., 1986). The strength of that
simulated response is only realistic if middle- and high-level clouds do not form
in association with the lofted layer.

The inclusion of vertical heat transports from the ocean surface plays a major
role in moderating the strength of surface cooling particularly in coastal areas
(Schneider and Thompson, 1988). For the National Research Council baseline
smoke injection scenario, they calculated maximum summertime, Northern Hemi-
sphere, land surface temperature changes of 5−15 �C, or less than half the original
TTAPS estimates. Some short-term sporadic cooling events were still evident in
their single realization. Because of the moderation in their simulated responses
to the introduction of the smoke, they referred to the phenomena as nuclear fall
rather than nuclear winter. Figure 10.1 illustrates that the amplitude of predicted
temperature changes for baseline war scenarios diminished appreciably over the
seven short years of nuclear winter research.

Several of the models simulate dramatic changes in precipitation in tropical
latitudes during the acute phase (Ghan et al., 1988). Sharp drops in precipitation
are associated with weakening of major tropical circulation features such as the
Asian monsoon. The actual magnitudes of the reduction in rainfall should not

Caption for Figure 10.1 (cont.). The temperature offset used: 0 �C, winter;
13 �C annual, fall, and spring; 25 �C, summer; and 35 �C for cases calculated
by Lawrence Livermore National Laboratories. The model treatments: 1, 2, and
3 indicate dimensions; A, annual solar insolation; P, patchy smoke injection; I,
interactive transport; R, removal by precipitation; O, optical properties evolve; S,
scattering included; H, infrared-active smoke; E, energy balance; G, ground heat
capacity; D, diurnal variation; and M, mesoscale (48 hours). Smoke removal:
D, after 1 day (prompt removal); D0, arbitrary initial injection; W, after 1
week; M, after 1 month; +, assumption implicit in smoke scenario adopted; and
�, no smoke removal after injection. From Turco et al. (1990), wherein all
source papers are referenced. © American Association for the Advancement of
Science.
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be taken too seriously, however, because quantitative rainfall simulations with
GCMs are not particularly reliable.

The chronic phase

The chronic phase or effects of smoke injections by large-scale nuclear warfare on
timescales greater than a month are particularly challenging to simulate. Reliable
simulations require a coupled ocean model that can simulate changes in SSTs and
associated vertical heat fluxes (e.g., Robock, 1984), as well as changes in merid-
ional and zonal heat transports by ocean circulations. Interactions with sea ice
formation and melting as well as changes in albedo of snow and ice fields caused
by soot fallout should also be considered (e.g., Warren and Wiscombe, 1985;
Ledley and Thompson, 1986; Vogelmann et al., 1988). Moreover, cloud feedbacks
are also important. Not only are the direct responses of clouds important, such as
discussed above, but so are more subtle cloud interactions related to changes in
land and sea surface temperatures, and changes in important general circulation
patterns (i.e., monsoonal circulations, large-scale ridge/trough patterns). Funda-
mental to simulating long-term responses is the prediction of the horizontal and
vertical distribution of smoke and its concentrations, and the removal of smoke
by scavenging and sedimentation.

Long-term survival of smoke in the atmosphere requires that the smoke be
injected into the upper troposphere and lower stratosphere where residence times
can be on the order of several months to as long as a year or more, respectively.
The creation of a very stable, upper troposphere in the heated, lofted smoke layer
which Schneider and Thompson (1988) called a smokeosphere would greatly
extend the survival of smoke into a chronic phase.

Overall, the models used thus far for simulating the longer-term effects of smoke
injections by large-scale nuclear warfare are too crude to be considered reliable.
We must, therefore, wait for a new generation of GCMs to be implemented, and
for a rekindling of interest, to examine those potential consequences quantitatively.

10.2.8 Biological effects

A comprehensive assessment of the ecological and agricultural effects of nuclear
war has been done by the SCOPE team (Harwell and Hutchinson, 1985). They
concluded that agricultural systems, in particular, are very sensitive to even small
changes in temperature, photosynthetically active radiation, and rainfall. They
conclude that they are so sensitive that many of the unresolved climatic issues we
have discussed above are less relevant, since even lower estimates of many effects
(i.e., on temperatures, rainfall, and sunshine) could be devastating to agricultural
production and thereby to human populations on regional and global scales.
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In our opinion, this conclusion represents a rather naive perception of the level
of uncertainty of climatic response estimates to large-scale nuclear war. There is
little question that the level of uncertainty is very great indeed with respect to
longer-term chronic impacts, which are important to biological effects. At this
point one cannot be certain that the potential anomalies in temperature, precipi-
tation, and sunshine triggered by smoke and soot released by large-scale nuclear
war, for example, fall outside the envelope of expected natural variability of
those parameters that agricultural systems must cope with and have coped with
in the last century. There is little question that just a naturally poor growing
season following a major war would compound the already stressed food dis-
tribution system due to disruption of transportation and limited availability of
fuels, fertilizers, etc. needed for agricultural productivity. Nuclear fallout effects
in such a poor growing season would further compound the problem. On the
other hand, if a good growing season followed a devastating war, the possibly
minor smoke-induced climatic effects would have little impact (although agri-
culture and the remainder of the biosphere, including people, would have to
cope with the accumulation of a variety of harmful radionuclides on the Earth’s
surface).

Even during the acute phase, the uncertainty of smoke-induced impacts on
weather and climate are so great that SCOPE’s conclusion is a bit of an overstate-
ment. In our opinion, the GCM experiments by Schneider and Thompson (1988)
represent the most useful simulations for examining potential impacts of smoke-
induced changes on agriculture and ecosystems. They emphasized the importance
of considering geographical and weather variability rather than just time and
spatial averages of temperature and other parameters. They noted, for example,
that if temperatures fell below a critical threshold for only a few hours or so,
crop production could be severely impacted (e.g., subfreezing temperatures for
wheat, or temperatures as cool as 15 �C during the flowering phase of rice). They
examined temperature extremes simulated with the NCAR Community Climate
Model (CCM) by determining the coldest temperatures reached during a 30-day
July control simulation and a smoke-perturbed, baseline war scenario. They found
that the regions of subfreezing temperatures that are normally confined to polar
latitudes and high mountains, expanded in the smoke-perturbed simulation. They
also found considerable regional variability in the simulated responses to smoke.
The smoke-perturbed case, for example, exhibited more frequent cooler temper-
atures over the midwestern United States, but no subfreezing temperatures. They
reported some probability of subfreezing temperatures over the Ukraine and some
temperatures over China that were low enough to impact rice growing in the
smoke-perturbed cases.
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Let us ignore, for the moment, the uncertainties in the GCM simulation of the
climatic response to smoke perturbations due to the specification of the height
and concentration of smoke, the dispersion of the smoke, the impact of clouds on
scavenging of smoke and interference with smoke-induced radiative anomalies,
and the fact that Schneider and Thompson’s simulation did not include a diurnal
cycle. Instead let us focus on the natural variability question again. It is important
to determine where the role of smoke-induced perturbations compared to the
natural variability that can be expected in July over a given region. Again if the
war-produced smoke is to have any climatic or biological impacts of significance,
it should produce anomalies greater than the expected natural variability over
a region. This cannot be addressed from a single GCM realization. To actually
define both natural and smoke-perturbed regional variability, a GCM must be run
over a number of realizations each of which is initialized by a slightly perturbed
initial state. A measure of the validity of the model would be to determine how
well the model represents actually observed natural variability. Then one could
examine the variability of the smoke-perturbed simulations relative to the natural
variability to determine if the potential smoke-induced changes are substantially
different from what could be expected naturally. Such an ensemble approach is
now routinely used for climate change simulations.

As it is, these single realization GCM runs represent only a first step sensitivity
experiment showing plausible physical responses to smoke. They should not be
taken too literally with respect to biological impacts.

10.3 Summary of the status of the nuclear winter hypothesis

The nuclear winter hypothesis has been examined mainly with the use of models
of varying complexities. There have been some attempts to examine the hypothesis
relative to analogs such as meteor impacts and volcanic emissions, but both of
these processes involve the deposition of large amounts of smoke and debris in
the stratosphere where the expected residence times are considerably longer than
in the troposphere. Measurements of smoke emissions from natural wildland fires,
and from industrial fires and even Kuwaiti oil fires have also been made, but
these are much smaller than anticipated for nuclear winter with the bulk of the
smoke being confined to lower levels in the atmosphere than expected from large
urban firestorms. As a result of the almost total reliance on models that have
numerous shortcomings, the nuclear winter hypothesis is a long way from being
proven scientifically viable. Hopefully, we will never have the opportunity to test
the hypothesis experimentally.

One virtue of the hypothesis is that it has triggered many refinements in climate
models, particularly in terms of the introduction of aerosol physics and refined
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radiation physics. It has also brought to the forefront a realization of the many
potential ecological consequences of climate change and nuclear war.

It is clear that nuclear winter was largely politically motivated from the begin-
ning, and it is an example of science being subverted to political ends. This is not
the way that good science should be conducted.
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Global effects of land-use/land-cover change and
vegetation dynamics

11.1 Land-use/land-cover changes

Estimates of the Earth’s landscape which have been disturbed from their natural
state vary according to how the disturbance is defined. In terms of global cultivated
land, Dudal (1987) indicates that 14�6×106 km2 of a potential cultivated coverage
of 30�31 × 106 km2 are presently being utilized. Since the Earth’s land surface
covers 133�92×106 km2, this indicates that 10.9% of the landscape is cultivated,
with the potential level reaching 22.6% coverage.

This value of land disturbance due to human activities is an underestimate,
however. Brasseur et al. (2005) report that up to half of the Earth’s landscape has
been directly altered. Human activities also include domestic grazing of semi-arid
regions, urbanization, drainage of wetlands, and alterations in species composition
due to the introduction of exotic trees and grasses. In the United States, for
example, 426 000 km2 (4.2% of the total land area) have been artificially drained
(Richards, 1986).

In China, of the 2 × 106 km2 in the temperate arid and semi-arid grassland
regions, hundreds of thousands of square kilometers have been degraded due
to overgrazing and the overextension of agriculture, often to the extent that
desertification has occurred (Committee on Scholarly Communication with the
People’s Republic of China, 1992).

The influence of vegetation on climate includes its influence on albedo, water-
holding capacity of the soil, stomatal resistance to water vapor transfer, aero-
dynamic roughness of the surface, and effect on snow cover. These effects are
seasonally varying and are essential in GCM simulations of the effect of vegetation
removal on climate change (Rind, 1984).

The sensitivity of global climate to even small changes in surface properties
has been discussed in Pielke (1991). As described in that paper, an increase of the
average albedo of the land surface of the Earth as viewed from space of 4% would
result in a lowering of the Earth’s equilibrium temperature by 2�4 �C. A decrease
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of this average albedo by 4% would increase the equilibrium temperature by
2�4 �C. This is on the same order as the estimates of a global surface equilibrium
temperature change in GCM doubled carbon dioxide radiative–convective model
calculations of 0�5 �C to around 4 �C.

The simple analysis presented in Pielke (1991) ignores, of course, how such a
temperature change would be distributed with height or geographically. Nonethe-
less even if the change of equilibrium temperature is reduced by one-half as a
result of these effects, the importance of the landscape energy budget to global
climate is obvious.

There have been almost no global quantitative evaluations of changes in the
heat and moisture fluxes at the surface due to human activity. One pioneering
work that has been completed in this area is Otterman (1977) who estimated the
change in the Earth’s surface albedo over the last few thousand years due to
overgrazing. He has concluded that overgrazing results in a higher albedo of the
trampled, crumbled soil than in the original steppe where there was dark plant
debris accumulating on a crusted soil surface (also see Chapter 6 for a discussion
of overgrazing). Otterman estimated that the current Earth’s surface albedo is
0.154 whereas before anthropogenically caused grazing (6000 years before the
present), this albedo value was 0.141. This albedo change could have resulted
in an average cooling effect of 0�77 �C in the Earth’s equilibrium temperature.
Hartmann (1984) suggested that a shift of precipitation between land and ocean
areas at low latitude can also lead to planetary albedo changes as a result of
alterations in vegetation and through changes in cloud cover distribution resulting
from these changes in land surface albedo. He concluded that this albedo change
could result in an approximately 5 �C global mean temperature change without
any other feedbacks. Gordon et al. (2005) have concluded that deforestation
and irrigation have significantly altered atmospheric water vapor flows on a
global scale.

11.2 Historical land-use change

A documentation of global patterns of land-use change from 1700 to 2000 is
presented in Klein Goldewijk (2001). Klein Goldewijk reports on worldwide
changes of land to crops of 136 Mha, 412 Mha, and 658 Mha in the periods
1700-1799, 1800-1899, and 1900-1990, respectively. Conversion to pasture was
418 Mha, 1013 Mha, and 1496 Mha in these three time periods. Figure 11.1
illustrates these changes, including an acceleration of tropical deforestation during
the twentieth century. O’Brien (2000) also documents land-use change for recent
years (Table 11.1).
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(a) (c)

(b) (d)

Figure 11.1 Examples of land-use change from (a) 1700, (b) 1900, (c) 1970, and
(d) 1990. The human-disturbed landscape includes intensive cropland (red), and
marginal cropland used for grazing (pink). Other landscape includes, for example,
tropical evergreen and deciduous forest (dark green), savanna (light green),
grassland and steppe (yellow), open shrubland (maroon), temperate deciduous
forest (blue), temperate needleleaf evergreen forest (light yellow), and hot desert
(orange). Of particular importance is the expansion of the cropland and grazed
land between 1700 and 1900. Data obtained from the Hyde Database available
at www.mnp.nl/hyde/. Reproduced with permission from Kees Klein Goldewijk.
See also color plate.

Apart from their role as reservoirs, sinks, and sources of carbon, tropical
forests provide numerous additional ecosystem services. Many of these ecosystem
services directly or indirectly influence climate. The climate-related ecosystem
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Table 11.1 Tropical forest extent and loss (rain forest and moist deciduous
forest ecosystems)

Rain forest Moist deciduous forest

Country
Extent in
1990 (kha)

Decrease
1981–90 (%)

Extent in
1990 (kha)

Decrease
1981–90 (%)

Brazil 291 597 6 197 082 16
Indonesia 93 827 20 3 366 20
Democratic Republic of the

Congo (Zaire)
60 437 12 45 209 12

Columbia 47 455 6 4 101 38
Peru 40 358 6 12 299 6
Papua New Guinea 29 323 36 705 6
Venezuela 19 602 14 15 465 36
Malaysia 16 339 36 0 0
Myanmar 12 094 24 10 427 28
Guyana 11 671 0 5 078 6
Suriname 9 042 0 5 726 4
India 8 246 12 7 042 10
Cameroon 8 021 8 9 892 12
French Guiana 7 993 0 3 0
Congo 7 667 4 12 198 4
Ecuador 7 150 34 1 669 34
People’s Democratic

Republic of Laos
3 960 18 4 542 18

Philippines 3 728 62 1 413 54
Thailand 3 082 66 5 232 54
Vietnam 2 894 28 3 382 28
Guatemala 2 542 32 731 0
Mexico 2 441 20 11 110 30
Belize 1 741 0 238 0
Cambodia 1 689 20 3 610 20
Gabon 1 155 12 17 080 12
Central African Republic 616 14 28 357 8
Cuba 114 18 1 247 18
Bolivia 0 0 35 582 22

Source: World Resources Institute (1994), adapted from O’Brien (2000); from Pielke
et al. (2002).

services that tropical forests provide include the maintenance of elevated soil
moisture and surface air humidity, reduced sunlight penetration, weaker near-
surface winds, and the inhibition of anaerobic soil conditions. Such an environment
maintains the productivity of tropical ecosystems (Betts, 1999) and has helped
sustain the rich biodiversity of tropical forests.
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Figure 11.2 Global distribution of lightning from April 1995 through February
2003 from the combined observations of the NASA Optical Transient Detec-
tor (OTD) (4/95-3/00) and Lightning Imaging Sensor (LIS) (1/98-2/03) instru-
ments. From http://thunder.nsstc.nasa.gov/images/HRFC_AnnualFlashRate_cap.
jpg. See also color plate.

11.3 Global perspective

The effect of well above average ocean temperatures in the eastern and central
Pacific Ocean, which is referred to as El Niño, has been shown to have a major
effect on weather, thousands of kilometers from this region (Shabbar et al., 1997).
The presence of the warm ocean surface conditions permits thunderstorms to
occur there that would not have happened with the average colder ocean surface.
These thunderstorms export vast amounts of heat, moisture, and kinetic energy
to the middle and higher latitudes, particularly in the winter hemisphere. This
transfer alters the ridge and trough pattern associated with the polar jet stream
(Hou, 1998). This transfer of heat, moisture, and kinetic energy is referred to as
“teleconnection” (Namias, 1978; Wallace and Gutzler, 1981; Glantz et al., 1991).
Almost two-thirds of the global precipitation occurs associated with mesoscale
cumulonimbus and stratiform cloud systems located equatorward of 30 � (Keenan
et al., 1994). In addition, much of the world’s lightning occurs over tropical
land masses, with maxima also over the midlatitude land masses in the warm
seasons (Lyons, 1999; Rosenfeld, 2000) (Fig. 11.2). These tropical regions are
also undergoing rapid landscape change as reported in Section 11.2.

As shown in the pioneering study by Riehl and Malkus (1958), and Riehl
and Simpson (1979), 1500 to 5000 thunderstorms (which they refer to as “hot
towers”) are the conduit to transport this heat, moisture, and wind energy to higher
latitudes. Since thunderstorms only occur in a relatively small percentage of the
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area of the tropics, a change in their spatial patterns would be expected to have
global climate consequences.

Wu and Newell (1998) concluded that SST variations in the tropical eastern
Pacific Ocean have three unique properties that allow this region to influence the
atmosphere effectively: large magnitude, long persistence, and spatial coherence.
Since land-use change has the same three attributes, a similar teleconnection would
be expected with respect to landscape patterns in the tropics. Dirmeyer and Shukla
(1996), for example, found that doubling the size of deserts in a GCM model
caused alterations in the polar jet stream pattern over northern Europe. Kleidon
et al. (2000) ran a GCM with a “desert world” and a “green planet” in order to
investigate the maximum effect of landscape change. However, these experiments,
while useful, do not represent the actual effect of realistic anthropogenic land-use
change. Actual documented land-use changes are reported, for example, in Baron
et al. (1998), Giambelluca et al. (1999), Leemans (1999), and O’Brien (1997,
2000). Giambelluca et al., for example, report albedo increases in the dry season
of from 0.01 to 0.04 due to deforestation over northern Thailand.

Figure 11.3 illustrates how precipitation patterns in the tropics are altered in
Southeast Asia and adjacent regions in a GCM. Two 10-year simulations were
performed: one with the current global seasonally varying leaf area index and
one with the potential seasonally varying leaf area index, as estimated by Nemani
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Figure 11.3 Illustration of how precipitation patterns in the tropics are altered
in Southeast Asia and adjacent regions in a GCM where two 10-year simulations
were performed: one with the current global LAI and one with the potential LAI,
as estimated by Nemani et al., (1996). From Chase et al. (1996). © 1996 Ameri-
can Geophysical Union. Reproduced by permission of the American Geophysical
Union.
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et al. (1996). No other landscape attributes were changed. The figure presents the
10-year averaged difference in precipitation for the month of July for the two GCM
sensitivity experiments, which illustrates major pattern shifts in precipitation.
As with El Niño, this alteration in tropical thunderstorm patterning teleconnects
to higher latitudes (Fig. 11.4), where the 10-year averaged 500 mb heights for
July are presented; the 10-year averaged 500 mb heights are also shown for
January.
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Figure 11.4 Ten-year averaged differences in 500 mb heights zonal wavenum-
bers 1–6 only (actual LAI minus potential LAI). (a) January, contour 10 m, and
(b) July, contour 5 m. From Chase et al. (1996). © 1996 American Geophysical
Union. Reproduced by permission of the American Geophysical Union.
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The GCM produced a major, persistent change in the trough/ridge pattern
of the polar jet stream, most pronounced in the winter hemisphere, which is a
direct result of the land-use change. Unlike an El Niño, however, where cool
ocean temperatures return so that the El Niño effect can be clearly seen in the
synoptic weather data, the landscape change is permanent. Figure 11.5 shows
how the 10-year averaged surface air temperatures changed globally in this model
experiment (Chase et al., 1996).
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Figure 11.5 Ten-year averaged differences in 1.5 m air temperature (actual LAI
minus potential LAI) in K for (a) January, and (b) July. Contour interval is 0.5
K. From Chase et al. (1996). ©1996 American Geophysical Union. Reproduced
by permission of the American Geophysical Union.
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That landscape change in the tropics affects cumulus convection and long-
term precipitation averages should not be a surprising result. For example, as
reported in Pielke et al. (1999b), using identical observed meteorology for lateral
boundary conditions, the Regional Atmospheric Modeling System was integrated
for July–August 1973 for south Florida. Three experiments were performed: one
using the observed 1973 landscape, another the 1993 landscape, and the third the
1900 landscape, when the region was close to its natural state. Over the 2-month
period, there was a 9% decrease in rainfall averaged over south Florida with the
1973 landscape and an 11% decrease with the 1993 landscape, as compared with
the model results when the 1900 landscape is used. A follow-on study further
confirmed these results (Marshall et al., 2004a). The limited available observations
of trends in summer rainfall over this region are consistent with these trends.

Chase et al. (2000) completed more general landscape change experiments using
the CCM3 from the NCAR. In this experiment, two 10-year simulations were
performed using current landscape estimates and the potential natural landscape
estimate under current climate. In addition to LAI differences, albedo, fractional
vegetation coverage, and aerodynamic roughness differences were included. While
the amplitude of the effect of land-use change on the atmospheric response was
less than when the CCM2 GCM model was used, substantial alterations of the
trough/ridge polar jet stream still resulted. Figures 11.6, 11.7, and 11.8 show the
January 10-year averaged cumulus convective precipitation, 200 mb height, and
near-surface temperature differences between the two experiments. Despite the
difference between the experiments with CCM2 and CCM3, both experiments
produce a wavenumber three change pattern in the polar jet stream. Pitman and
Zhao (2000) and Zhao et al. (2001a) have recently performed similar GCM
experiments that have provided confirmation of the Chase et al. (1996, 2000)
results.

Many other studies support the result that there is a significant effect on the
large-scale climate due to land-surface processes (see Table 11.2).

Zeng et al. (1998) found, for example, that the root distribution influences the
latent heat flux over tropical land. Kleidon and Heimann (2000) determined that
deep-rooted vegetation must be adequately represented in order to realistically
represent the tropical climate system. Dirmeyer and Zeng (1999) concluded that
evaporation from the soil surface accounts for a majority of water vapor fluxes
from the surface for all but the most heavily forested areas, where transpiration
dominates. Recycled water vapor from evaporation and transpiration is also a
major component of the continental precipitation. Brubaker et al. (1993) found
that local contributions of water vapor to precipitation generally lie between 10%
to 30%, but can be as high as 40%. Eltahir and Bras (1994a) concluded that
there is 25–35% recycling of precipitation water in the Amazon. Dirmeyer (1999)
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Figure 11.6 Convective precipitation differences (current minus natural, con-
tour by 0�5 mm day−1) using a nine-point spatial filter for easier visibility. Light
shading represents the 90% significance level for a one-sided t-test. Dark shad-
ing represents the 95% significance level. Reproduced from Chase et al. (2000)
with kind permission of Springer Science and Business Media.
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Figure 11.7 Height difference of 200 hPa pressure (current minus natural land-
scapes). Contour interval is 20 m. Reproduced from Chase et al. (2000) with
kind permission of Springer Science and Business Media.
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Figure 11.8 Difference in near-surface air temperature (current minus natural
landscape) using a nine-point spatial filter for easier visibility. Contour intervals
are 0.5, 1.0, 1.5, and 3�0 �C. Light shading represents the 90% significance
level for a one-sided t-test. Dark shading represents the 95% significance level.
Reproduced from Chase et al. (2000) with kind permission of Springer Science
and Business Media.

concluded that interannual variations of soil wetness are large enough to influence
GCM climate simulations.

Deliberate land-use change (afforestation or reforestation) has been accepted as
a mechanism to remove carbon dioxide from the atmosphere and sequester carbon
in trees and soils. However, as discussed by Betts (2000) and Pielke (2001b), this
activity may have unintended consequences with respect to radiative forcing in
the atmosphere which again illustrates the complexity of the climate system. For
example, in regions subject to significant snow cover, afforestation would result
in a lower surface albedo and hence a positive radiative forcing, resulting in a
net warming effect despite the removal of carbon dioxide from the atmosphere
(Fig. 11.9). Similarly, increases in the surface fluxes of water vapor could result
in positive radiative forcing.

The biogeochemical effect of enhanced carbon dioxide and trace gas concen-
tration, and of aerosol deposition (such as nitrogen), on landscape dynamics has
also not been adequately considered. For example, Jenkinson et al. (1991) demon-
strated a significant positive feedback where soils released carbon to the atmo-
sphere under warming conditions. Lenton (2000), using a simple box model, and
Cox et al. (2000) using GCM sensitivity experiments, showed that biogeochemical
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Table 11.2 A summary list of global land-use/land-cover assessments: effect on
weather and climate

Alpert et al. (2005), Avissar and Werth (2005), Baidya Roy and Avissar (2002), Betts
(1999, 2001),a Betts et al. (1997), Bonan et al. (1995), Boucher et al. (2004), Bounoua
et al. (2000, 2002),a Broström et al. (1998), Brovkin et al. (1999, 2002, 2004, 2005),a

Brubaker and Entekhabi (1995), Burke et al. (2000), Chase et al. (1996, 2000, 2001),
Claussen (1995, 1998, 2001a,b), Claussen et al. (1998, 1999, 2001, 2002, 2004, 2005),
Collatz et al. (1991), Costa and Foley (2000), Couzin (1999), Cox et al. (2000), DeFries
et al. (2002), deNoblet-Ducoudre et al. (2000), Dirmeyer (1994, 1998), Dirmeyer and
Shukla (1996), Eltahir (1996), Entekhabi and Brubaker (1995), Entekhabi et al. (1992),
Feddema et al. (2005a,b), Ferranti and Molteni (1999), Foley et al. (1994, 1998, 2003,
2005), Fraedrich et al. (1999), Franchito and Rao (1992),a Friedlingstein et al. (2001),
Ganopolski et al. (1998), Gedney and Valdes (2000), Govindasamy et al. (2001), Guillevic
et al. (2002), Hoffmann and Jackson (2000), Idso et al. (1975), Keith et al. (2004),
Kleidon et al. (2000), Koster and Suarez (2004),a Koster et al. (2000, 2004),a Kubatzki
and Claussen (1998), Lamptey et al. (2005), Levis et al. (1999, 2000), Liu et al. (2006),
Lofgren (1995a,b), Loveland et al. (2000), Lyons et al. (1996), Matthews et al. (2004),
McGuffie et al. (1995), Milly and Dunne (1994), Myhre and Myhre (2003), Pielke Sr.
(2005), Pielke et al. (2002), Pitman and Zhao (2000), Pitman et al. (1999), Polcher and
Laval (1994a,b), Porporato et al. (2000), Ramankutty and Foley (1999), Ramankutty
et al. (2006), Ramírez and Senareth, (2000), Rodriguez-Iturbe et al. (1991a,b), Ruddiman
(2003), Snyder et al. (2004b), Sud et al. (1993, 1995, 1996), Texier et al. (2000), Turner
et al. (1990), van den Hurk et al. (2003),a Vitousek et al. (1997), Werth and Avissar
(2002, 2005), Williams (2003), Xue (1996, 1997), Xue and Fennessy (2002), Xue and
Shukla (1993, 1996), Xue et al. (1996), Zeng and Neelin (1999), Zeng et al. (1999, 2002),
Zhang et al. (1996a,b, 2001), Zhao and Pitman (2002a,b), Zhao et al. (2001a,b)a

a Information was provided by Dr. Rick Raddatz.

feedbacks in conjunction with an increased carbon dioxide radiative warming
produced an amplified regional and global surface temperature response. As dis-
cussed in Chapter 6, Eastman et al. (2001a,b) used a regional climate model
in a sensitivity study and suggested a cooler daytime and warmer nighttime in
the central Great Plains in response to greater plant growth in a doubled carbon
dioxide atmosphere.

The presence of drought and hydrological feedbacks associated with land-use
change locally or through teleconnections, therefore, has a direct impact on the
source–sink capabilities of the terrestrial ecosystem and therefore on climate.

An important conclusion from these studies is that land-use change directly
alters local and regional heat and moisture fluxes in two ways. Firstly, the local
and regional CAPE is changed since the Bowen ratio is changed as the surface
heat and moisture budgets are altered. Secondly, larger-scale heat and moisture
convergence, and associated large-scale wind circulations can be changed as a
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result of changes in the large-scale atmospheric pressure field due to the landscape
change.

As a general conclusion, these regional and global model studies indicate that
the spatial patterning of land-use/land-cover change result in changes over time
in regional tropospheric diabatic heating patterns. These changes in the patterns
result in alterations in global circulation patterns. Indeed, it appears that such
heterogeneous diabatic heating changes on the regional scale have more of an
influence on the global climate scale than the more spatially homogeneous climate
forcing of the radiative effect of increasing CO2.

11.4 Quantifying land-use/land-cover forcing of climate

Carbon has become the currency used to assess the human intervention in the
Earth’s climate system. Impacts on climate are compared in terms of radiative
forcing, which can be considered as perturbations to the Earth’s radiation budget
prior to feedbacks from the rest of the climate system. The concept of global
warming potential (GWP) where

GWP =
∫ TH

0 axx�t�dt∫ TH
0 arr�t�dt

� (11.1)

has been adopted to convert other atmospheric constituents into their equivalent
in terms of carbon dioxide atmospheric radiative forcing (Houghton et al., 2001).
Here, TH is the time period over which the calculation is considered, ax is the
radiative efficiency due to a unit change in atmospheric abundance of the substance
x (i.e., W m−2 kg−1), and x�t� is the time-dependent decay of the abundance from
an instantaneous release of the substance. The denominator is the same expression
but for the reference substance r, defined to be carbon dioxide.

The effects of land-surface albedo change can be quantified in terms of radiative
forcing (Hansen et al., 1997a; Betts, 2001), and this has been used in attempts
to compare the global significance of historical land-use change with that of
other drivers of climate change (Houghton et al., 2001). Betts (2000) suggested
that radiative forcing calculations could be used to translate albedo changes into
equivalent carbon emissions (Fig. 11.9); this could be useful for quantifying land-
use changes in regions where the main impact is on surface albedo, such as areas
subject to significant snow cover. However, in other regions, changes in other
land-surface properties may not exert a radiative forcing but still significantly
influence climate. For example, the partitioning of available energy into latent
and sensible heat fluxes exerts a direct impact on near-surface air temperature,
so a change in this partitioning should be considered a climate forcing. Radiative
forcing, and hence GWP, are therefore not able to represent the full impact
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(a) Radiative forcing due to carbon sequestration (nW m–2 ha–1)

(b) Radiative forcing due to albedo change (nW m–2 ha–1)

(c) Carbon emissions equivalent to albedo change (t C ha–1)

(d) Net radiative forcing by afforestation (nW m–2 ha–1)
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Figure 11.9 Radiative forcing of climate by afforestation, considering illus-
trative 1-ha plantations in the temperate and boreal forest zones. Calculations
apply to the time at the end of one forestry rotation period, relative to the
start of the rotation period with plantation areas unforested. (a) Global mean
longwave radiative forcing due to carbon dioxide removal through sequestra-
tion �n W m−2 ha−1�. (b) Global mean shortwave radiative forcing due to albedo
reduction �n W m−2 ha−1�. (c) Carbon emissions that would give the same mag-
nitude of radiative forcing as the albedo reduction �t C ha−1�. (d) Net radiative
forcing due to afforestation, found by summing (a) and (b) �n W m−2 ha−1�.
Positive forcing implies a warming influence; where (d) shows positive values,
afforestation would warm climate rather than cooling it as would be expected
by considering carbon sequestration alone. After Betts (2000); from Pielke et al.
(2002). See also color plate.
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of land-cover change in all regions. Some new means of quantifying land-use
forcing is therefore required. Separation of the components of the surface energy
budget could provide a possible starting point, with the surface heat energy being
separated into

QN +QH +QLE +QG = 0 (11.2)

where

QN = QS�1−A�+Q
↓
LWQ

↑
LW� (11.3)

Here, QN is the net radiative flux, QH is the turbulent sensible heat flux, QLE is
the turbulent latent heat flux (evaporation/transpiration), QG is the heat flux into
the Earth’s surface, QS is the solar irradiance, A is the surface albedo, Q

↓
LW is the

downward atmospheric irradiance, and Q
↑
LW is the upward surface irradiance. The

magnitude of these fluxes can be expressed in units of watts per meter squared
or joules per unit of time (for example, a globally averaged value of 1 W m−2

is equal to 1�61 1023 J per decade; 1 W = 1 J s−1). One measure of land-cover
change forcing of climate could be the perturbation to one of the components of
the surface energy balance equation (Eq. 11.2) prior to feedbacks from the rest of
the climate system.

In the past, climate change metrics have been concerned with globally aver-
aged responses as exemplified in the GWP. However, as discussed previously in
this chapter, global-scale climate changes can also occur due to regional land-use
changes but where global averaged values are unchanged. This occurred in the
situation described by Chase et al. (1996, 2000) where there was no significant
global averaged change in these quantities. Figure 11.10 illustrates the anthro-
pogenically caused change in LAI (see Nemani et al., 1996), which were used
in the Chase et al. studies. It was the spatial redistribution of the land surface
sensible and latent heat flux pattern that resulted in the global climate change.

Globally averaged climate change may therefore bear no well-defined relation
to the real changes experienced in any region and these regional changes, which
can be of any sign, are what impact people and will stimulate mitigation strategies
to be applied (Matsui and Pielke, 2006). Therefore, we identify a surface “regional
climate change potential” (RCCP) that addresses this deficiency. The RCCP would
be defined to quantify where a direct human-caused change (either positive or
negative) alters any of the individual terms in Eq. (11.2). These changes could be
scaled by the surface area of the Earth to place them in a global context.

To provide a land-use forcing term free of feedbacks, as in the case of radiative
forcing, a land-surface scheme could be used to calculate perturbations to the sur-
face energy budget excluding feedbacks from the atmosphere. However, assessing
the true global significance of these feedbacks is not trivial, since atmospheric
circulation changes could give rise to remote climate changes that do not relate
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scale: 0.5 × 0.5 /lat/lon m2 m–2
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Figure 11.10 Effect of land-use changes on plant canopy density (potential LAI
− actual LAI). Scale 0.5 latitude × 0.5 longitude. From Pielke et al. (2002),
based on Nemani et al. (1996). See also color plate.

linearly to the perturbation in the region of land-use change (e.g., Gedney and
Valdes, 2000). To illustrate this point, the model results from Chase et al. (2000)
are used to show the 10-year average absolute-value differences in the surface
energy flux for January and July (i.e., QLE and QH from Eq. 11.2) between the
climate with the current landscape and the climate with potential landscape that
should exist under current atmospheric conditions without human intervention.
Figure 11.11 presents the 10-year average value difference in the surface turbu-
lent heat fluxes between the two experiments for just the locations where the
human-caused landscape change was prescribed in the model, while Fig. 11.12
presents the 10-year average difference values in the surface turbulent heat fluxes
worldwide.

The 10-year average change for the locations where only the land cover was
altered were 5�3 W m−2 and 4�7 W m−2 in January, and 8�8 W m−2 and 6�7 W m−2

in July for surface sensible heat flux and latent heat flux, respectively. The
globally weighted changes in the sum of the absolute values of the surface
sensible and latent heat flux changes for Fig. 11.11 were 0�7 W m−2 in January
and 1�08 W m−2 in July. With teleconnections changes also included, however,
the globally averaged changes in the surface fluxes were significantly larger
with values of 9�47 W m−2 in January and 8�90 W m−2 in July (Fig. 11.12).
These results clearly demonstrate that regional landscape change can result in an
amplified perturbation to surface fluxes elsewhere in the world through non-linear
feedbacks within the atmosphere’s global circulation. If the other terms in the
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Figure 11.11 The 10-year average absolute value change in (a) January surface
latent turbulent heat flux, (b) July surface latent turbulent heat flux, (c) January
surface sensible heat flux, and (d) July surface sensible heat flux in W m−2 at
the locations where land-use change occurred. Based on Chase et al. (2000);
from Pielke et al. (2002). See also color plate.

surface heat budget (Eq. 11.2) were included, the magnitude of the differences
(i.e., the RCCP) would presumably be even larger.

A potential based purely on surface flux perturbations would not be analo-
gous to GWP, because the latter is an index requiring an expression in terms
of the abundance of atmospheric constituents. Direct comparison of land-cover
change effects with greenhouse gas emissions therefore remains a challenge. One
possibility might be to dispense with quantification in terms of forcings, and com-
pare anthropogenic influences by modeling whole-system responses to individual
causes of climate change.

For example, Claussen et al. (2001) compared biogeophysical and biogeochem-
ical effects of land-cover change in terms of the overall climate change (as opposed
to the forcing). A number of simulations were performed with an intermediate
complexity Earth system model, in each run altering a small part of the land
surface and simulating its effects on global mean temperature (through changes in
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Figure 11.12 The 10-year average absolute value change in surface sensible
and latent turbulent heat flux in W m−2 worldwide as a result of the land-use
changes. (a) January surface latent turbulent heat flux, (b) July surface latent
turbulent heat flux, (c) January sensible turbulent heat flux, and (d) July sensible
turbulent heat flux. Based on Chase et al. (2000); from Pielke et al. (2002). See
also color plate.

surface properties and carbon exchange). However, as stated above, global mean
temperature changes conceal important local and regional changes, so applications
of this type of modeling approach again require a global quantification of regional
changes.

11.5 Atmosphere–vegetation interactions

The atmosphere and biosphere are coupled, dynamic systems. On the long time-
scales, the major vegetation biomes of the Earth propagate in response to climate
change. During the Pleistocene, for example, spruce and fir forests covered what is
now northern Florida, as a vast continental ice sheet covered much of northeastern
North America. In the eastern plains of Colorado, large sand dunes developed
about 3000 to 1500 years before the present (BP) at a time of greater aridity
than exists today (Muhs, 1985). Human agricultural systems are also affected.
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Neumann and Sigrist (1978) conclude that in Babylonia about 3800 to 3650 years
BP the barley harvest was 10–20 days earlier than it is now due to a warmer
climate, while cooler weather from the years 2600 to 2400 years BP resulted in
a harvest 10–20 days later than under the current climate in this region.

On shorter timescales, Schwartz and Karl (1990) report that the seasonal upward
progression of temperature in the eastern United States is temporarily halted
as vegetation greens in the spring. At least a 3�5 �C reduction in surface daily
maximum temperature occurred over the subsequent 2-week period after the
beginning of leafing in agricultural inland areas of the central and eastern United
States, as contrasted with the 2 weeks prior to first leaf. This occurred even when
the overlying atmosphere had the same lower tropospheric average temperature.
On a hemispheric scale, seasonal pulsations of carbon dioxide concentrations
occur as vegetation extracts carbon dioxide in spring and summer in the vast land
areas of the Northern Hemisphere.

On daily timescales, vegetation interacts with the atmosphere through its direct
influence on the partitioning between latent and sensible heat fluxes, as discussed
in Chapter 6. During the day, over regions of transpiring vegetation, huge fluxes of
moisture to the atmosphere and a significant reduced surface heating effect occurs.
At night the stomata on the leaves close and respiration of oxygen dominates over
photosynthesis and the uptake of carbon dioxide by plants.

The importance of biological interactions with the atmosphere and as a compo-
nent of the climate system is only now becoming recognized. The ability of veg-
etation to effectively utilize increased carbon dioxide to increase global biomass
may result in reduced carbon dioxide warming from what otherwise would occur.
We need to determine, however, the impact of deforestation and conversion of
vegetated land to asphalt, roads, industrial centers, etc. on this potential storage
mechanism for carbon. Also, how are methane and nitrogen oxide inputs to the
atmosphere from industrial and agricultural practices influenced by the presence
of plants? Does enhanced nitrogen, for example, permit enriched fertilization for
plant growth?

Several non-radiative forcings involve the biological components of the climate
system. They can be categorized into three types.

(1) Biophysical forcing involves changes in the fluxes of trace gases and heat between
vegetation, soils, and the atmosphere. For example, a GCM experiment by Sellers
et al. (1997) showed that, in the presence of increased carbon dioxide, plants open
their stomata less and are therefore more water efficient. Thus, increased carbon
dioxide impacts the hydrological cycle, in addition to its well-known direct radiative
impacts.

(2) Biogeochemical forcing involves changes in vegetation biomass and soils. For exam-
ple, increased nitrogen deposition caused by greater anthropogenic emissions of
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NH3� NO, and NO2 is a biogeochemical forcing of the climate system (Galloway
et al.; 2003, Holland et al., 2005). This deposition has altered the functioning of
soil, terrestrial vegetation, and aquatic ecosystems worldwide. Galloway et al. (2004)
document that human activities increasingly dominate the nitrogen budget at the
global scale, and that fixed forms of nitrogen are accumulating in most environmental
reservoirs. In addition to impacts on ecosystem functioning, which are important in
themselves, this forcing modifies physical components of the climate system, such
as surface albedo and sensible and latent heat.

(3) Biogeographic forcing involves alterations in plant species composition. Such changes
can occur slowly in response to changes in the weather over time, or suddenly due to
fires or other disturbances. For example, greater shrub growth in the high latitudes of
the Northern Hemisphere has been observed (McFadden et al., 2001), which could
alter the spatial distribution of drifting snow and subsequent melt pattern and timing
(Liston et al., 2002).

Complex interactions among these forcings make it difficult to determine their
net climate effects (Eastman et al., 2001a; Narisma et al., 2003; Raddatz, 2003).
Eastman et al. (2001a), for example, found that with doubled carbon dioxide the
grasslands of the central United States were more water efficient on an individ-
ual stoma level (biophysical forcing), but grew more biomass (biogeochemical
forcing). The net effect was cooler daytime temperatures during the growing
season.

There are no widely accepted metrics for quantifying regional non-radiative
forcing. Indeed, because non-radiative forcings affect multiple different climate
variables, there is no single metric that can be applied to characterize all non-
radiative forcings (Marland et al., 2003; Kabat et al., 2004). Non-radiative forcings
generally have significant regional variation, making it important that any new
metrics be able to characterize the regional structure in forcing and climate
response, whether the response occurs in the region, in a distant region through
teleconnections, or globally. As is the case for regional radiative forcing, further
work is needed to quantify links between regional non-radiative forcing and
climate response. Another consideration in devising metrics for non-radiative
forcings is enabling direct comparison with radiative forcings, computed in units
of watts per meter squared. However, not all non-radiative forcings are easily
quantified in these units.

A metric that could prove useful for quantifying impacts on the hydrological
cycle is changes in surface sensible and latent turbulent heat fluxes. In Sec-
tion 11.4, the concept of a surface RCCP was introduced, which is calculated by
summing and weighting globally the absolute values of changes in the surface
sensible and latent turbulent heat fluxes. Extending this concept to the global
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water cycle, Pielke and Chase (2003) quantified landscape forcing in terms of
precipitation and moisture flux changes. They found globally averaged differences
between the current and the natural landscape of 1�2 mm day−1 for precipita-
tion and 0�6 mm day−1 for moisture flux. However, such metrics do not provide
a complete measure of the integrated effect on the climate system due to the
regional concentration of changes in diabatic forcing, although it does provide
a global average context for the effect of landscape change on the hydrologic
cycle.

11.6 The abrupt desertification of the Sahara

Paleoclimatic reconstructions suggest that during the Holocene climate optimum
(9000-6000 years ago), North Africa was wetter and the Sahara was much smaller
than today (Prentice et al., 2000). Annual grasses and shrubs covered the desert,
and the Sahel reached as far as 23� N (Claussen et al., 1999), over 500 km north of
its present location. During the Holocene optimum a slightly increased tilt of the
Earth’s spin axis and perihelion in July led to stronger insolation of the Northern
Hemisphere during summer thereby strengthening the North African summer mon-
soon (Kutzbach and Guetter, 1986). However, the North African climate is sensitive
to changes in the land surface’s albedo, which can result from vegetation removal.
Charney and Stone (1975) recognized that high albedo resulting from vegetation
removal can enhance desert expansion by reducing rainfall, which further reduces
vegetation, in a strong, desert-expanding positive biogeophysical feedback. This
mechanism offers a possible explanation for past climate changes in the Sahara
and particularly for increased drought in the Sahel and its southward migration in
late Holocene. Actually, when using present-day land cover as initial condition,
models based solely on atmospheric processes do not yield an increase in precip-
itation large enough to lead to a substantial reduction in the Sahara 6000 years
ago (Joussaume et al., 1999). However, when feedbacks between atmosphere and
vegetation are incorporated, the models simulate a vegetation distribution in good
agreement with paleobotanic reconstructions (Claussen and Gayler, 1997; deNoblet-
Ducoudre et al., 2000; Doherty et al., 2000). The interpretation is that precessional
forcing led to an enhancement of the African monsoon, creating conditions that
were then amplified mainly by atmosphere–vegetation feedbacks, and to a lesser
extent, by atmosphere–ocean interaction (Ganopolski et al., 1998; Braconnot et al.,
1999). These lead to multiple equilibrium states (Claussen, 1997) with the pos-
sibility of abrupt changes when thresholds are crossed (Brovkin et al., 1998), as
shown in Fig. 11.13 (modified from Claussen et al., 1999 and deMenocal et al.,
2000). This figure shows a model simulation of an abrupt decline in precipitation
in the Sahara (20� N – 30� N and 15� W – 50� E) around 5500 years ago that is
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Figure 11.13 Simulation of transient development of precipitation (B) and
vegetation fraction in the Sahara (C) as response to changes in insolation (A
depicts insolation changes on average over the Northern Hemisphere during
boreal summer). Results from Claussen et al. (1999) (B,C) are compared with
data of terrigenous material and estimated flux of material in North Atlantic
cores off the North African coast (D) by deMenocal et al. (2000). Reproduced
from Kabat et al. (2004) with kind permission of Springer Science and Business
Media.

supported by observations from sediment cores off the North African coast. The
rapid change contrasts markedly with the slow decrease in insolation. Alterations
in the African monsoon due to such abrupt desertification would be expected to
have global atmospheric circulation (and therefore) global climate consequences.
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Hayden, B. P., 1998. Ecosystem feedbacks on climate at the landscape scale. Phil Trans.
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Additional reading

A summary of papers that present evidence of global climate impacts from land-use
change and vegetation dynamics is given in Table 11.2.



Epilogue

Throughout this book, a number of common themes reappear. Some of these
common themes were apparent to us before we began preparing the first edition
of the book, and in fact, they were a major motivation for us to write the book.
Others became more and more apparent as we performed the literature survey
and analysis, and prepared the written text. These issues have become even better
defined in the years since our first edition. Some of these common themes are:

• the importance and underappreciation of natural variability,
• the dangers of overselling,
• the capricious administration of science,
• scientific credibility and advocacy, and
• politics and science.

While these subjects have been discussed in depth by others including sci-
ence policy experts (Pielke Jr., 2007), let us briefly overview each of these
common themes. A very effective summary of several of these issue are pre-
sented at http://sciencepolicy.colorado.edu/prometheus/archives/climate_change/
index.html

E.1 The importance and underappreciation of natural variability

We have seen that our ability of determining if human activity demonstrably
causes some observed or hypothesized effect, such as changes in local rainfall or
global climate, is strongly dependent upon the natural variability of the system.
This has certainly been true of determining if cloud seeding actually is capable of
causing increases of rainfall in specified target areas. However, it is also true in
assessing the role of such human climate forcings as anthropogenic greenhouse
gas emissions, or deforestation, or release of CCN on global climate. While the
time and space scales are very different, nonetheless the bottom line in examining
potential human-caused effects is: are these effects large enough in magnitude
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to be extricated from the “noise” of the natural variability of the system? As
we have seen there are few, if any, cases in which we can answer this question
affirmatively on the global scale.

Ice cores have shown, for example, that a switch from an ice age climate to a
non-ice age environment can occur over only a few decades (La Brecque, 1989),
without human intervention (e.g., see Fig. E.1), while more recently the hydrology
of a region can suddenly switch (e.g., Figs. E.2 and E.3). Rial et al. (2004) present
other examples of sudden climatic shifts on a variety of timescales.

The so-called “climate jump” of 1976/77 is another example of a sudden climate
regime shift which is seen in many datasets (e.g., Changnon et al., 1991; Seidel
et al., 2004). No climate model has been able to predict or even adequately explain
these rapid transitions, which would likely have a much greater impact on society
than gradual climate shifts, in which adaptation might be less difficult. Rial et al.
(2004) present additional examples demonstrating that the Earth’s climate system
is highly non-linear, that inputs and outputs are not proportional (change is often
episodic and abrupt, rather then slow and gradual), and that multiple equilibria
are the norm. This limits the value of global models as forecast tools. Peters
et al. (2004) show that spatial non-linearities also result in critical environmental
thresholds, such that what may be an appropriate mitigation response for one
spatial scale of a disturbance may be inappropriate for a different spatial scale.

E.2 The dangers of overselling

We have seen that funding of the science of weather modification underwent
a period of rapid rise, followed by an abrupt crash. One of the leading causes
of that crash, we believe, is that the program was oversold. The claims that
only a few more years of research and development will lead to a scientifically
proven technology that will contribute substantially to water management and
severe weather abatement were either great exaggerations, or just false. This is
largely because we greatly underestimated the complexity of the scientific and
technological problems we were (and still are) faced with. This tendency to
oversell can even be taken to the absurd such as the “pork-barrel” funding of the
University of Alaska in Fairbanks of more than $57 million over several years
through the efforts of Alaskan Senator Ted Stevens (Cohen, 1991). This funding
has as one of its objectives the harnessing of the Aurora Borealis for electric
power generation – a concept that has no scientific basis.

The same can be said about human impacts on global climate. There are
many scientists who are claiming that the short-term (periods of year to year,
or decades) variations in weather and climate are clear evidence that we are
experiencing the effects of anthropogenic greenhouse emissions as given by the
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Figure E.1 Perhaps the most puzzling feature of recent paleoclimate records,
highly relevant to understanding future global climate change, is the fast-
warming/slow-cooling sequence found in the stable isotope fluctuations (�18O)
time series of Greenland’s ice cores known as the Dansgaard–Oeschger (D/O)
oscillations (Alley et al., 1999). SMOW, Standard Mean Ocean Water. The D/O
typically show very sudden, 6−10 �C warming episodes lasting a few centuries
or perhaps even a few decades, followed by millennia of relatively slow cooling.
Remarkably, reconstructed SSTs in the tropical Atlantic mimic the D/O record
in the 30 ka to 60 ka interval, and similar recordings are found in the subtropical
Pacific and tropical Indian oceans. The longest period of the signal in the inset
is a submultiple of the precession forcing and evidence of precession forcing
exists elsewhere in the record. The ordinals near selected peaks correspond to
numbered interstadials and YD is the Younger Dryas event. From Rial et al.
(2004). Reprinted with kind permission of Springer Science and Business Media.
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showing an abrupt shift around 1961 and a slow decaying downward trend.
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Figure E.3 Snowpack percent of average for Colorado by year from
1968 through present. Data available from NRCS Snow Survey Division
(www.co.nrcs.usda.gov/snow/snow/).

example below. Moreover, many claim that the “forecasts” being made by global
climate models represent realistic expectations of global averaged and regional
changes in temperature and rainfall in the next decade or century. In our opinion,
both of these claims represent overselling of the climate program.
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These claims, as listed in the first edition of our book, appear and are discussed
in both the professional literature (e.g., Schneider, 1990; Titus, 1990a,b; Intergov-
ernmental Panel on Climate Change, 1991; Kellogg, 1991) and in the lay press
(e.g., Brooks, 1989; Schneider, 1989; Thatcher, 1990; Bello, 1991; Luoma, 1991;
UCAR/NOAA, 1991). These claims continue today in the professional literature
(e.g., Barnett et al., 2001) and lay press (e.g., Erickson, 2005).

As an example of such extreme claims to mitigate anthropogenically caused
global warming, a National Academy of Sciences (1991) report considered the
insertion of 50 000 100-km2 mirrors in space to reflect incoming sunlight. Such
gross global climate engineering represents a close analog to the exaggerated
claims in weather modification that were made in the 1960s and 1970s. Short-
term variations of weather and climate are clearly within the natural variability
of climate to the extent that we can realistically assess it. Moreover, the models
are not really “forecast” models (Pielke, 2002b). They are simply research models
designed to simulate the responses of hypothesized anthropogenic changes to
weather and climate, other things being the same. These model simulations should
more appropriately be referred to as process studies, not predictions. With their
many limitations in their description of climate forcings and feedbacks (National
Research Council, 2003b, 2005), they are not capable of predicting climatic
change. We simply do not know enough about all the processes of importance to
climatic change to include them in any quantitative forecast system (Pielke, 1998,
2001a,b; National Research Council, 2005).

What it amounts to is that many scientists are grossly underestimating the
complexity of interactions among the Earth’s atmosphere, ocean, geosphere, and
biosphere, and overstating the accuracy of the climate models to predict the future
climates (e.g., see discussion by Pielke et al., 2003; Pielke, 2004; Rial et al.,
2004). These problems are so complex that it may take many decades, or even
centuries (if ever!), before we have matured enough as a scientific community
to make credible predictions of long-term climate trends and their corresponding
regional impacts. Widmann and Tett (2003) conclude, for example, that “even a
perfect model with all forcings included will simulate only one of many possible
climates consistent with the forcings.” We may even find that, even by themselves,
the uncertainty level of those predictions due to outside (the Earth) influences
and volcanic eruptions are so large that those predictions are not useful for social
planning.

E.3 The capricious administration of science and technology

In the United States, as well as many developed countries, science and technol-
ogy are often poorly administered. As we have seen in weather modification,
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administration of many programs is fragmented among a number of basic and
mission-oriented agencies, all of which compete for funding at national and state
levels. This competition amongst the agencies often leads to the greatly exagger-
ated claims that many of the scientific and technological issues will be solved in
the next 5 to 10 years.

In addition, because many of these agencies are mission-oriented, their job is
to examine the impacts of human-induced changes on weather and climate on
energy, air quality, water resources, or agriculture. Their job is not to advance the
fundamental scientific issues regarding the behavior of the Earth system, but to get
on with the business of evaluating the impacts of anthropogenic activity on their
programs. As a result, they are often looking for short cuts to bottom line answers
that can probably only be obtained through meticulous, often time-consuming
scientific research.

Moreover, national governing bodies (legislatures, presidents, etc.) all work on
timescales of 2, 4, or 6 years, and want to be able to identify impacts of their
programs on timescales of their tenure. If significant progress is not made on those
timescales, then often funding in those programs is reduced, if not curtailed, and
new, competing programs are brought to the forefront. This results in short-sighted
funding in science and technology in which programs are begun and before they
reach maturity they are curtailed, then the rush is on to get on the bandwagon
with the latest fad.

As we have discussed in this book, however, the scientific and technological
problems associated with furthering our understanding of human impacts and
natural variability and feedbacks of weather and climate are so complicated and
multifaceted that many of the issues will not be resolved on timescales of decades
or possibly centuries. Thus, programs associated with the investigation of human
impacts on weather and climate require sustained, stable national funding at a
high level. A view supporting this idea has been recommended in the Policy
Statement of the American Meteorological Society on Global Climate Change
(1991), which was produced by a group of climate scientists in the fall of 1990 who
questioned the overselling and short-sighted perspective of current climate change
government policy. In 2005, those recommendations were still not implemented.

E.4 Scientific credibility and advocacy

In this book, we have examined human impacts on weather and climate ranging
from purposeful attempts at changing weather through cloud seeding, to inadver-
tent modification of weather and climate on regional or mesoscales, to human
impacts on global climate. We have seen that the evidence indicates that human
activity has significant impacts on weather and climate over a broad range of
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space and timescales. Furthermore, as long as the population of the human species
continues to rise, the prospects for causing major changes in weather and climate
becomes increasingly likely.

However, using modeling to assess regional or global climate processes is a
distinct task from applying these models to skillfully predict the future climate.
Claiming that models can accurately predict climate years and decades into the
future (where we cannot yet test their predictive skill), and using this claim for
the promotion of specific policy positions is advocacy.

With that in mind we ask, should scientists be actively involved in advocating
that we apply cloud seeding techniques to enhancing rainfall, or reducing emis-
sions of greenhouse gases to alleviate greenhouse warming? Pielke Jr. (2007)
discusses in depth the very different functions of being an honest broker, who
presents the spectrum of scientific understanding and suite of policy options, to
being an advocate who cherrypicks from this information to promote a particular
subset of scientific results and policy options.

Certainly the scientists are the best informed with regard to the consequences
of human activity and, one could say, that if the informed scientist does not take
an advocacy role in recommending that action be taken, then no one else will.
Such a position is not without its dangers, however. For example, in the 1970s
we worked for the former Experimental Meteorology Laboratory of NOAA in
Miami, Florida, which was involved in developing and testing dynamic cloud
seeding techniques to enhance rainfall. During that period, the State of Florida
experienced a severe drought and asked the laboratory director to assist the State
by directing a rainfall enhancement project. The director asked her three assistant
administrators, one of which was Cotton, whether we should respond to the
State’s request by providing them operational cloud seeding support. I (Cotton)
was the lone dissenter and argued that we were scientists who were involved in
the objective assessment of the impacts of dynamic cloud seeding. As a result our
participation in an operational program and obvious role as advocates of applying
dynamic seeding would jeopardize our credibility as truly objective scientists and
therefore adversely affect both the program and the individual scientists. The
same can be said with regard to advocates of major disruptive societal changes
with regard to greenhouse emissions.

Some might argue that the risk of losing one’s scientific credibility is purely a
personal one and must be weighed against the potential societal gains by taking
immediate action to relieve drought or reduce greenhouse warming. In fact, the
adverse impacts extend far beyond those affecting the individual scientist. Loss of
scientific credibility is infectious and can, therefore, propagate through an entire
scientific discipline and even to the scientific community as a whole. The fall of
the science of weather modification by cloud seeding was almost certainly due,
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in part, to a loss of scientific credibility. The global climate change community
must likewise be careful that a loss of scientific credibility does not propagate
through their discipline, or the discipline of atmospheric science as well. Thus
premature advocacy that a particular policy action be taken now, could, in the
long run, destroy the prospects for obtaining solid scientific evidence on the role
that human activity has on weather and climate.

E.5 Should society wait for hard scientific evidence?

Since we wrote our first edition, the Kyoto Climate Change Treaty has been
signed, and on February 16, 2005, ratified by enough countries to put it into effect.
This implementation occurred even though it is expensive and, if you accept the
climate models used to rationalize the treaty, has hardly any effect on climate! It
is a political placebo made to assure society that scientists are doing something on
climate change. Cloud seeding provides an analogy to the rush for policy actions
without firmly and convincingly establishing the scientific evidence. There are
only a few limited examples of where cloud seeding has been scientifically shown
to be effective in enhancing rainfall. Nonetheless, many nations are currently
running operational cloud seeding projects.

Apparently, the decision has been made in those nations and states that the
benefits outweigh the risks of applying the scientifically unproven technology
of weather modification by cloud seeding. The major risks are the possibility of
creating severe weather or floods, and to increasing rainfall in one local region at
the expense of rainfall in a neighboring local region. Often the decision to apply
cloud seeding technology in a particular country or state is a prescription of a
political placebo or a decision that it is better to do something than to sit idly by
and do nothing as reservoirs dry up and crops wither and die due to the absence of
water. This is clearly where we are with respect to policies on applying changes
to energy policy to influence climate.

More appropriately, however, the concerns on global climate change due to
human activities should be recognized as a symptom of population growth. One
does not need strong scientific evidence that human activity is causing global
climate change to recognize that a stable population on Earth will have long-term
benefits; common sense is all that is needed! Population growth is a problem that
produces societal problems that are much more severe than any of the scenarios
proposed to occur as a result of greenhouse gas warming. Catastrophic social
upheavals are likely to result as the human density continues to increase and we
see this today in the precarious state of a number of nations (Economist, 2005).

Population growth clearly increases our vulnerability to climate variability and
change, as well as other environmental changes (e.g., see Vörösmarty et al.,
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2000; Pielke, 2001). A focus on reducing vulnerability has been proposed to
reduce this threat (Pielke, 2004; Pielke and Bravo de Guenni, 2004; Steffen et al.,
2004). Lomborg (2001) has discussed the relative risks and benefits of different
environmental threats and finds climate change as a lower priority issue than
other environmental threats. Such a focus, as illustrated schematically in Fig. E.4,
should be adapted in lieu of focusing on prediction.

E.6 Politics and science

It is unfortunate but science and policy have become inextricably linked (see
the insightful discussions of this subject in Pielke Jr. (2007), Pielke and Rayner
(2004), with respect to Lomborg (2001)). This is nothing new as scientists like
Galileo worked under the most extreme political pressures. But today science is
often driven by political advocacy. Unfortunately, since the tenure of politicians
is short, the science issues of interest during a given political era falls out of favor
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during a new era. The timescales for these political cycles is short being 4 to
8 years or so, yet to accomplish hard scientific results often takes timescales of
decades or more. As a result, many fundamental issues never get fully resolved.

We have certainly seen this in weather modification where the scientific basis
of hail suppression and rainfall enhancement still remains unresolved, due in part
to lack of funding of research in those areas for over two decades. As the western
United States has experienced a drought for the last 4 or 5 years cloud seeding
operations have flourished and calls for renewed support in weather modification
research by national committees like National Research Council (2003a) have
come forth. But a few years of average or above-average precipitation and the
push for renewed support of weather modification will wane, yet the fundamental
scientific roadblocks will remain with us.

We have seen that scientists have become political activists pushing an agenda
of research in nuclear winter and global warming. In their enthusiasm to push
forward their political agendas using glossy pseudoscientific journals, newspaper
articles, talk shows on television, and even Hollywood movies, uncertainties in
the science are often glossed over and those scientists that question the science
are labeled skeptics or, alternatively, contrarians. The term skeptic is often then
associated with anti-environmentalists. An important component of the scientific
method, debate of the fundamental issues, is thereby squelched.

The more vocal and respected of these scientists push their agenda with inter-
national organizations such as the International Panel on Climate Change where
they seek the endorsement of a consensus of scientists. To quote Michael Crichton
(2003), “Let’s be clear: the work of science has nothing whatever to do with con-
sensus. Consensus is the business of politics. Science, on the contrary, requires
only one investigator who happens to be right, which means that he or she has
results that are verifiable by reference to the real world. In science consensus
is irrelevant. What is relevant is reproducible results. The greatest scientists in
history are great precisely because they broke with the consensus. There is no
such thing as consensus science. If it’s consensus, it isn’t science. If it’s science,
it isn’t consensus. Period.”

E.7 Conclusions

There are several conclusions we have reached with respect to the human influence
on weather and climate.

(1) Humans clearly modify the weather and climate on the local scale through our
influence on atmospheric composition and the landscape. The question is whether the
human disturbance of the regional and global climate can be extracted from the large
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natural variability that occurs on these scales. This book provides a discussion of the
existing state of this assessment.

(2) Climate prediction is a much more difficult challenge than presented in the Intergov-
ernmental Panel on Climate Change and US National Assessment reports. Despite
claims to the contrary, skillful predictions (which are usually referred to as “projec-
tions”; MacCracken, 2002) years into the future have not been shown. The policy
statement by the American Association of State Climatologists (2005) adopts this
view. The publication of papers which use model predictions of the climate decades
into the future as their scientific basis should be avoided (as there is no way to
scientifically test their skill). We doubt, for instance, anyone would publish papers
based on a weather forecast for a time period which had not yet occurred!

(3) The term “global warming” has become so politicized in its meaning so as to be
worthless to advance the scientific debate of human-caused climate change. This
term is applied to mean an increase in the globally averaged surface temperature
in response to an increase in the concentration of well-mixed greenhouse gases,
particularly carbon dioxide. The actual increase in the Earth’s heat must occur in the
oceans (Pielke, 2003).

(4) The main effect of humans on the global climate system, as it impacts soci-
ety, is not from a globally averaged increase in surface temperature, or even
a change in ocean heat content. One of the most important effects is if
humans alter atmospheric and ocean circulation patterns, such as the position
of the polar jet stream, and how the troughs and ridges of pressure are estab-
lished, and if ocean conveyor belts are modified. Pielke et al. (2002) and
Feddema et al. (2005b) illustrates how land-use change can accomplish large
circulation changes, but without a change in the globally averaged surface
temperature.

This perspective of focusing on global atmospheric circulation changes is recog-
nized by the World Climate Research Programme (GEWEX) in the main objective
of their Coordinate Enhanced Observing Period (CEOP) initiative: “To understand
and model the influence of continental hydroclimate processes on the predictability
of global atmospheric circulation and changes in water resources, with particular
focus on the heat source and sink regions that drive and modify the climate sys-
tem and anomalies.” (from: Scientific Plan for the Coordinated Enhanced Observing
Period (CEOP)– An Overview from a GEWEX Hydrometeorology Panel Perspective,
available at: http://www.gewex.org/ceop/execsum.pdf).

The National Research Council (2005) also recognizes this major role of climate
forcings in altering the large-scale atmospheric circulation. This perspective, however,
is not widely adopted in the climate change community.

Additional readings

The following papers and books below are just a sample of the diversity of views on the
issues presented in the Epilogue. These publications include discussions of the difference
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of scientific opinion on our ability to understand and, which is a separate question, our
ability to predict future regional and global climate.

Foley, J. A., R. DeFries, G. P. Asner, et al., 2005. Global consequences of land use.
Science, 309, 570–574.

Khandekar, M. L., 2004. Are climate model projections reliable enough for climate
policy? Energy Environ., 15, 521–526.

Khandekar, M. L., T. S. Murty, and P. Chittibabu, 2005. The global warming debate: A
review of the state of science. Pure Appl. Geophys., 162, 1557–1586.

Kondrat’yev, K. Ya., 2004. Key aspects of global climate change. Energy Environ., 15,
469–503.

Lomborg, B., 2001. The Skeptical Environmentalist: Measuring the Real State of the
World. Cambridge, UK: Cambridge University Press.

MacCracken, M., 2002. Do the uncertainty ranges in the IPCC and US National
Assessments account adequately for possibly overlooked climatic influences.
Climat. Change, 52, 13–23.

MacCracken, M., J. Smith, and A. C. Janetos, 2004. Reliable regional climate model not
yet on horizon. Nature, 429, 699.

Michaels, P. J., 2004. Meltdown: The Predictable Distortion of Global Warming by
Scientists, Politicians, and the Media. Washington, DC: Cato Institute.

Pielke, R. A. Jr., 2007. The Honest Broker: Making Sense of Science in Policy and
Politics. Cambridge, UK: Cambridge University Press.

Pielke, R. A. Sr., 2002b. Overlooked issues in the US National Climate and IPCC
assessments. Climat. Change, 52, 1–11.
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Sarewitz, D., R. A. Pielke Jr., and R. Byerly (eds.), 2000. Prediction: Science Decision
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IPCC see Intergovernmental Panel on Climate

Change
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landscape effects 102–118

global impacts 220–240
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desertification 131–135
global impacts 220–240
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influence of irrigation 118–131
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local wind circulation 111–112
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methane as a greenhouse gas 158
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Milankovitch theory, discussed 163–164
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moisture budget surface, defined 100

National Hail Research Experiment, discussed 41
National Research Council, climate forcing 182–185

natural variability, importance and underappreciation
of 243–244

natural variations in aerosols and dust 165
net radiation, defined 102
NHRE see National Hail Research Experiment
non-radiative forcing 153
nuclear fall, defined 215
nuclear winter

acute phase 213–216
biological effects 216–218
chronic phase 216
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global responses 213–216
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mesoscale responses 210–213
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orbital parameters of Earth 161–165
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inadvertent 85

overselling of science, discussed 244–247
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politics and science 251–252
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precipitation efficiency 209
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relative 166–174

radiative forcing, defined 153
IPCC view, illustrated 182
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rainout, early 59

RCCP see regional climate change potential
refineries as urban moisture sources 97
regional climate change potential, defined 234

Saharan dust layer regional impacts 87–89
salt seeding, described 36–40
scientific credibility and advocacy 248–250
sea ice feedbacks to climate, discussed 179
secondary ice particle production
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discussed 12–14
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dynamic seedability 25
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static seedability 10
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sensible heat transfer
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evidence of impacts of anthropogenic CCN 77–80
relationship to CCN–albedo hypothesis 195

shortwave radiation
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absorption and scattering

by aerosols 158–159
by clouds 159–160

defined 155
illustrated 155

smoke production by nuclear bombs 206–207
smokeosphere, defined 216
solar climate forcing 161–165
solar luminosity, discussed 161–165
solar radiation

defined 83
of urban area 94

soviet hail model
discussed 51–52
illustrated 51

soviet hail program, discussed 56–57
static cloud seeding, defined 10–17
St. Louis study see METROMEX
STORMFURY

discussed 63, 65, 138
seeding hypothesis 65

sulfur, effect on climate, discussed 188
sunspot activity, discussed 162
Supercooled droplets, defined 3
Supersaturation
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with respect to ice for a water saturated

cloud 5
Surface air moist enthalpy 106–108
surface albedo feedbacks 165, 179–180
surface energy budget

impact of contrails 68
of urban areas 94

surface properties, effect on global energy balance
165–166

surface roughness urban changes 93
Swiss hail program, discussed 61–62

telecommunication, defined 224
terrestrial radiation, defined 83
thermohaline circulations, defined 181
thermostat hypothesis, defined 178
thunderstorm

multicell
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discussed 46
illustrated 46
organized 56

ordinary
defined 41–42
life cycle of, illustrated 43

supercell
defined 45
discussed 45–56
illustrated 46

weakly evolving, defined 56
trajectory lowering technique of hail suppression

59–60
transpiration, defined 102
tropical cyclone conceptual model 63
tropical forest extent and loss, summarized 223
TTAPS, defined 203
Twomey effect

defined 192
discussed 192–198

ultra-giant particles
defined 76
effects on precipitation 76–77, 88–89

urban areas
influence

on airflow, illustrated 94, 96
on climate 194
on clouds, precipitation, and weather 90–97

urban sources 91–92
urban heat island, defined 95–97

vegetation
effect on global climate 237–239
regional effects 138–144

visibility affected by pollution 86
volcano, effect on climate 165
vulnerability 250–251

warm cloud precipitation
discussed 33–35
modification of, discussed 36–40

water drop seeding 36
water vapor

feedbacks 174–176
as greenhouse gas 156–158

weak echo region 45
WER see weak echo region
wind shear, defined 41

xeriscape, defined 101
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Plate 1 Satellite visualization of NOAA AVHRR images, showing the
microstructure of clouds for three cases over three different continents with
streaks of visibly smaller drops due to ingestion of pollution originating
from known pollution sources that are marked by white numbered asterisks.
(A) A 300×200 km cloudy area containing yellow streaks originating from the
urban air pollution of Istanbul (∗1), Izmit (∗2), and Bursa (∗3) on 25 December
1998 at 12:43 UT. (B) A 150 × 100 km cloudy area containing yellow streaks
showing the impact of the effluents from the Hudson Bay Mining and Smelting
compound at Flin-Flon (*4) in Manitoba, Canada (54� 46′ N 102� 06′ W), on
4 June 1998 at 20:15 UT.(C) An area of about 350×450 km containing pollution
tracks over South Australia on 12 August 1997 at 05:25 UT originating from the
Port Augusta power plant (∗5), the Port Pirie lead smelter (*6), Adelaide port
(∗7), and the oil refineries (∗8). All images are oriented with north at the top. The
images are color composites, where the red is modulated by the visible channel;
blue is modulated by the thermal infrared; and green is modulated by the solar
reflectance component of the 3�7 �m channel, where larger (greener) reflectance
indicates smaller droplets. The composition of the channels determines the color
of the clouds, where red represents cloud with large drops and yellow represents
clouds with small drops. The blue background represents the ground surface
below the clouds. From Rosenfeld (2000). Reprinted with permission from
D. Rosenfeld, © 2000 American Association for the Advancement of Science.
See also Figure 4.3.
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Plate 2 (a) and (b) Model output cloud and water vapor mixing ratio fields
on the third nested grid (grid 4) at 21 : 00 UT on 15 May 1991. The clouds
are depicted by white surfaces with qc = 0�01 g kg−1, with the Sun illuminating
the clouds from the west. The vapor mixing ratio in the planetary boundary
layer is depicted by the shaded surface with qv = 8 g kg−1. The flat surface is
the ground. Areas formed by the intersection of clouds or the vapor field with
lateral boundaries are flat surfaces, and visible ground implies qv < 8 g kg−1. The
vertical axis is height, and the backplanes are the north and east sides of the grid
domain. Reproduced from Pielke et al. (1997) with permission from Ecological
Applications and the Ecological Society of America. See also Figure 6.10.
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(c)

 Shortgrass  Tallgrass

Crop/mixed/farming Irrigated crop

Wooded
grassland

Mixed
woodland Scrubland

(a)

(b)

Plate 4 Land-cover datasets used for RAMS simulations for (a) 1997 Landsat
and ancillary data irrigation, (b) OGE, and (c) Küchler potential vegetation.
From Adegoke et al. (2003) reproduced with permission from the American
Meteorological Society. See also Figure 6.17.



Plate 5 This MODIS view shows the denuded high albedo regions of
the Sinai and Gaza Strip, in contrast to the darker western Negev. Sensor:
Terra/MODIS; Datastart: 2000-09-10; Visible Earth v1 ID: 5606; Visualization
date: 2000-10-12. Courtesy of NASA Visible Earth and Jacques Descloitres,
MODIS Land Science Team. See also Figure 6.24.



Plate 6 Examples of clear-cutting
of the tropical forest in two areas
of the Amazon. Photos provided
by Carlos Nobre of the Center for
Weather Prediction and Climate
Studies – CPTEC, INPE, Brazil.
See also Figure 6.25.



(a) (c)

(b) (d)

Plate 7 Examples of land-use change from (a) 1700, (b) 1900, (c) 1970, and
(d) 1990. The human-disturbed landscape includes intensive cropland (red), and
marginal cropland used for grazing (pink). Other landscape includes, for example,
tropical evergreen and deciduous forest (dark green), savanna (light green),
grassland and steppe (yellow), open shrubland (maroon), temperate deciduous
forest (blue), temperate needleleaf evergreen forest (light yellow), and hot desert
(orange). Of particular importance is the expansion of the cropland and grazed
land between 1700 and 1900. Data obtained from the Hyde Database available
at www.mnp.nl/hyde/. Reproduced with permission from Kees Klein Goldewijk.
See also Figure 11.1.
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(a) Radiative forcing due to carbon sequestration (nW m–2 ha–1)

(b) Radiative forcing due to albedo change (nW m–2 ha–1)

(c) Carbon emissions equivalent to albedo change (t C ha–1)

(d) Net radiative forcing by afforestation (nW m–2 ha–1)

–0.8

–0.6 –0.4 –0.2 –0.1 –0.05 0.05 0.1 0.15 0.2

–0.6 –0.5 –0.4 –0.3 –0.2
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0.1 0.15 0.2 0.25 0.3 0.35 0.4

Plate 9 Radiative forcing of climate by afforestation, considering illustrative
1-ha plantations in the temperate and boreal forest zones. Calculations apply
to the time at the end of one forestry rotation period, relative to the start of
the rotation period with plantation areas unforested. (a) Global mean long-
wave radiative forcing due to carbon dioxide removal through sequestration
�n W m−2 ha−1�. (b) Global mean shortwave radiative forcing due to albedo
reduction �n W m−2 ha−1�. (c) Carbon emissions that would give the same mag-
nitude of radiative forcing as the albedo reduction �t C ha−1�. (d) Net radiative
forcing due to afforestation, found by summing (a) and (b) �n W m−2 ha−1�.
Positive forcing implies a warming influence; where (d) shows positive values,
afforestation would warm climate rather than cooling it as would be expected
by considering carbon sequestration alone. After Betts (2000); from Pielke et al.
(2002). See also Figure 11.9.
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