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Introduction

Air pollution has been with us since the first fire was lit, although different
aspects have been important at different times. On the small scale, point source
releases of individual pollutants can cause localised responses ranging from
annoyance to physical injury. In urban areas, high concentrations of gases and
particles from coal combustion and, more recently, motor vehicles have produced
severe loss of air quality and significant health effects. On a regional scale,
tropospheric ozone formation and acid deposition have been the major threats.
Finally, emissions of carbon dioxide and other radiatively active gases, together
with stratospheric ozone depletion, represent planet-scale assaults on the quality
of our atmospheric environment.

This book is designed to cover the whole gamut of air pollution issues from a
quantitative standpoint. In Chapters 1 and 2, the major sources of gaseous and
particulate air pollution, together with an outline of possible control measures, are
described. Mobile sources, which have taken over from stationary ones as the
major threat to local air quality, get their own space in Chapter 3. Chapter 4
describes the most widely-used methods for measuring these pollutants. The
temporal and geographical variations of concentrations and deposition on a
national and international scale are outlined in Chapter 5. Once released, the
effects of these pollutants depend critically on their dilution during dispersion, a
process which is covered in Chapter 6. Chapter 7 gives an extended example of
the data processing techniques that can be used to extract different types of
information from a set of air pollution measurements. Although people tend to
associate air quality, or the lack of it, with the outdoors, most of us spend most of
our lives indoors, and specific aspects of this specialised environment are high-
lighted in Chapter 8. The effects of air pollution on plants, animals, materials and
visual range are described in Chapters 9 and 10, and the recent issues of climate
change and ozone depletion in Chapters 11 and 12. Finally, the effects of pollu-
tants on the environment have led to a wide variety of standards and legislation
for their control, and these are reviewed in Chapter 13.

With such a broad spectrum of topics, there is inevitably a considerable
variation in the depth of coverage that reflects my own professional interests and
experience. I have used as much original research material as possible, since that
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Introduction

is where the knowledge comes from in the first place and it is important for the
reader to keep in touch with that process. I have also given relevant equations and
tables of data to support the statements made in the text; there is little purpose in
writing out the content of these in longhand as well, so they will usually repay
more detailed examination. Although air pollution is a wholly international issue,
my own access to data has resulted in a UK bias, followed in order of emphasis
by Europe, the USA and the world at large. Readers are encouraged to pursue
other sources for greater depth of coverage on any particular issue. Some sug-
gestions are given as ‘Further Reading’ at the end of each chapter. These are not
only useful documents in their own right, but also contain references to many
more specialist research papers. Similarly, the figure captions cite many books,
reports and research papers from which Figures for this book have been taken. If
further information is required on a particular topic, then simply entering that
phrase into a good Web search engine will usually provide some leads.

This book is aimed at a wide target audience — much of the material has been
taught on both undergraduate and taught Masters programmes at Nottingham to
students from a wide range of academic backgrounds. I hope it will be useful to
as wide a range of readers elsewhere.
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ambient air — usually refers to plants growing in the open for
comparison with those in chambers

atomic absorption spectroscopy

aerosol characterisation experiment

air changes per hour — an estimator of building ventilation rate
atomic emission spectroscopy

American Conference of Government Industrial Hygienists

air management information system

acid neutralising capacity

accumulation over threshold — the measure currently favoured by
UNECE for estimating ozone impact on plants

air pollution and health — european approach

air quality criteria document (US)

air quality index

air quality management area (UK)

air quality related value (US)

air quality standards (US)

automated rural network

automated urban network

biological amplification factor —used to describe the overall
response of biological systems to ozone changes
benzo[a]pyrene

best available retrofit technology

best available techniques (or technology) not entailing excessive
cost

black carbon

basal cell carcinoma

bunker fuel oil

best practicable environmental option

best practicable means — the long-established UK philosophy for
pollution control

British Standard



Acronyms and abbreviations

BTX
BUN

CAA
CAAA
CALINE

CARB
CCN

CEC
CEH
CF

CFC

CHESS
CLRTAP
CNC
COH
COHb

COMEAP
COpP

COPD
CORINAIR

CPB

CPC
CPF
CRT
DALR

DEFRA
DEP

DI
DIAL
DMA
DME
DMS

DOAS

© 2002 Jeremy Colls

benzene, toluene and xylene

basic urban network — urban sites in the UK national network of
eight-port 24-h samplers for black smoke and SO,

Clean Air Act (US)

Clean Air Act Amendments (US)

California line source model —one of the most widely used
dispersion models for vehicle emissions

California Air Resources Board

cloud condensation nuclei — the particles on which condensation
initially occurs to form cloud droplets

Commission of the European Communities

Centre for Ecology and Hydrology (UK)

charcoal-filtered — an OTC supplied with cleaned air
chlorofluorocarbon — family of chemicals responsible for
depleting ozone in the stratosphere

Community Health and Surveillance System (US)

Convention on the Long Range Transport of Air Pollutants
condensation nucleus counter

coefficient of haze

carboxyhaemoglobin — produced when blood haemoglobin
absorbs CO

Committee on the Medical Effects of Air Pollutants (UK)
Conference of Parties (for UNFCCC)

chronic obstructive pulmonary disease

The EU programme to collect and map emissions data for all
significant sources of eight gaseous pollutants

Canyon Plume Box model for calculating dispersion in urban
areas

condensation particle counter

clothing protection factor

continuously regenerating trap

dry adiabatic lapse rate —the rate of decrease of temperature
with height in the atmosphere applicable to a parcel of air that
contains no liquid water. Value 9.8 °C km™!

Department for the Environment, Food and Rural Affairs (UK)
diesel exhaust particles

direct injection

differential absorption lidar

differential mobility analyser

dimethylether

dimethyl sulphide — organic sulphur compound released from
marine phytoplankton that is eventually oxidised to sulphur
dioxide and particulate sulphate in the atmosphere

differential optical absorption spectroscopy



Acronyms and abbreviations

DOC
DoE
DOM
DRAM
DTLR

DU
DVI
EA
EAA
EC
ECD
ECE
EDAX
EDU
EEA
EEC
EER

EESC
EF

EGR
EIONET

ELISA
ELPI
ELR

EMEP
ENSO
EPA
EPA
EPAQS
ERBS
ESP
ETC/AQ
ETS

EU

EUDC
EUROAIRNET
FACE
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diesel oxidation catalyst

Department of the Environment (UK)

dissolved organic matter

direct reading aerosol monitor

Department for Transport, Local Government and the
Regions (UK)

dobson unit — for the column depth of ozone in the atmosphere
dust veil index

Environment Agency (UK)

electrical aerosol analyser

European Community

electron capture detector

Economic Commission for Europe (same as UNECE)
energy dispersive analysis of X-rays

ethylenediurea — a chemical that protects plants from ozone
European Environment Agency

European Economic Community

erythemally effective radiation — sunburning potential of a
given radiation environment

equivalent effective stratospheric chlorine

emission factor —e.g. g km™!

exhaust gas recirculation

European Environmental Information and Observation
Network

enzyme-linked immunosorbent assay

electrostatic low pressure impactor

environmental lapse rate — the vertical profile of temperature
in the atmosphere

European Monitoring and Evaluation Programme

El Nifio southern oscillation

Environmental Protection Act (UK)

Environmental Protection Agency (US)

Expert Panel on Air Quality Standards (UK)

Earth Radiation Budget Satellite

electrostatic precipitator

European Topic Centre on Air Quality

environmental tobacco smoke — the combination of MTS
and STS that makes up the atmospheric load

European Union

extra-urban drive cycle (EC)

European Air Quality Monitoring Network

free-air carbon dioxide enrichment — the system developed
in the US for elevating the CO, concentration above field
crops



Acronyms and abbreviations

FAR
FEAT

FEV

FGD

FID
FTIR
FTP
GC
GCM
GCTE
GHG
GWP
HAP
Hb
HCFC
HDV
HEPA
HFC
HGV
HMIP
HPLC
HVAC
ICAO
ICP
IDI
IGAC
IPC
IPCC
IPPC
IR
ISO
ITE
LA
LAPC
LAQM
LCPD
LDV
LEV
LGV
LIDAR
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First Assessment Report (by IPCC on climate change)
fuel efficiency automobile test — an optical gas sensor that
scans across the road width

forced expiratory volume — a measure of lung response to air
pollutants

Flue gas desulphurisation —a range of chemical process
plant that strips sulphur dioxide from flue gases before they
are released to atmosphere

flame ionisation detector

Fourier transform infrared

Federal Test Program (US)

gas chromatography

general circulation model

Global Change and Terrestrial Ecosystems project
greenhouse gas

global warming potential

Hazardous Air Pollutants (US)

haemoglobin

hydrochlorofluorocarbon — substitute for CFCs

heavy duty vehicle — such as a truck

high efficiency particulate air

hydrofluorocarbon — substitute for CFCs

heavy goods vehicle

Her Majesty’s Inspectorate of Pollution (UK)

high pressure liquid chromatography

heating, ventilating and air-conditioning

International Civil Aviation Organisation

inductively coupled plasma

indirect injection

International Global Atmospheric Chemistry project
integrated pollution control

intergovernmental panel on climate change

integrated pollution prevention and control

infrared

International Standards Organisation

Institute of Terrestrial Ecology (UK)

local authority (UK)

local air pollution control

local air quality management (UK)

large combustion plant directive (EC)

light duty vehicle — such as a van

low emission vehicle (US)

light goods vehicle

light detection and ranging



Acronyms and abbreviations

LNG
LRTAP
LTO
MACT
MATES
MDO
MEET

MOUDI
MRGR
MSW
MTBE
MTS

NAA
NAAQS
NAEI
NADP
NAPAP

NAQS
NCLAN

NETCen

NF
NMHC

NMMAPS
NOTLINE
NRPB
OAF

OCD
ODP
OECD
OoTC
PAH

PAMS
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liquified natural gas

long-range transboundary air pollution

landing and take-off

maximum achievable control technology (US)

Multiple Air Toxics Exposure Study

marine diesel oil

methodology for calculating transport emissions and energy
consumption

micro-orifice uniform deposit impactor

mean relative growth rate — a measure of plant or animal vitality
municipal solid waste

methyl tertiary butyl ether

mainstream tobacco smoke —drawn from the cigarette during
puffing

neutron activation analysis

National Ambient Air Quality Standards (US)

National Atmospheric Emissions Inventory (UK)

National Atmospheric Deposition Program (US)

National Acid Precipitation Assessment Program —the major
coordinated programme in the US to understand the processes of,
and responses to, acid rain

National Air Quality Strategy (UK)

National Crop Loss Assessment Network — the US experimental
programme on plant responses to air pollutants

National Environmental Technology Centre — performs a variety
of air pollution services for the UK Government, including
management and data processing for the AUN

non-filtered — an OTC supplied with ambient air

non-methane hydrocarbons —a sub-category of VOC, defined
by compounds containing H and C but excluding methane
because of its relatively high background concentration in the
atmosphere

National Morbidity, Mortality and Air Pollution Study (US)
University of Nottingham line source dispersion model

National Radiological Protection Board

optical amplification factor — used to describe the response of UV
to ozone changes

ozone column depth

ozone depletion potential

Organisation for Economic and Cultural Development

open-top chamber — field chamber for plant pollution exposure
polycyclic aromatic hydrocarbons —a family of carcinogenic
chemicals, including benzpyrenes

particle analysis by mass spectroscopy



Acronyms and abbreviations

PAN

PAR
PBL

PCB
PCDF
PCDD

PCR
PEC
PIB

PIXE
PM
PM,,

PM; 5

POP
ppb
ppm

ppt
PSC

PSI
PTFE

PVC
QALY

QA/QC
RAF

RAG
RCEP
Re
RH
RPK
RVP

© 2002 Jeremy Colls

peroxyacetyl nitrate — an irritant gas formed by the same
photochemical processes as ozone

photosynthetically active radiation — in the waveband 400 —700 nm
planetary boundary layer —the vertical region of the Earth’s
atmosphere from ground level up to about 1500 m within which
the physical and chemical interactions with the surface mainly
occur

polychlorinated biphenyls — carcinogenic pollutants released
from PCB handling and poor PCB incineration

polychlorinated dibenzofurans (known as furans for short) —a
toxic pollutant produced in small quantities by incinerators
polychlorinated dibenzodioxins (known as dioxins for short) — a
toxic pollutant produced in small quantities by incinerators
polymerase chain reaction

particulate elemental carbon

polyisobutylene — a 2-stroke petrol additive to reduce smoke
production

proton-induced X-ray emission

particulate matter

particulate matter having an aerodynamic diameter less than
10 pm

particulate matter having an aerodynamic diameter less than
2.5 pm

persistent organic pollutant

parts per billion, or parts per 10°, by volume

parts per million, or parts per 10°, by volume

parts per trillion, or parts per 10'%, by volume

polar stratospheric cloud—ozone depletion reactions occur on the
surfaces of cloud particles

Pollution Standards Index (US)

polytetrafluorethylene — an inert plastic used for sample pipes
when reactive gases such as ozone are present

polyvinyl chloride

quality-adjusted life years — method for assessing benefits of air
quality improvements

quality assurance/quality control

reactivity adjustment factor —a measure of the ozone-forming
potential of different fuel mixtures

radiatively active gas

Royal Commission on Environmental Pollution (UK)

Reynolds number

relative humidity

revenue passenger kilometres

Reid vapour pressure



Acronyms and abbreviations

SAGE
SALR

SAR
SBLINE

SBS

SCA
SCC
SED
SEM
SI

SIP
SMPS
SOF
SOI
SOS
SST
Stk
STP
STS

SUM60
SUV
SVP
TAR
TEA
TEAM
TEM
TEOM
TEQ
TOMPS

TOE
TRL
TSP
TWC

UARS
ULPA
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Stratospheric Aerosol and Gas Experiment

saturated adiabatic lapse rate — the rate of decrease of temperature
with height in the atmosphere applicable to a parcel of air that
contains liquid water. Typical range 4-9.8 °C km™!

Second Assessment Report (by IPCC on climate change)
University of Nottingham (Sutton Bonington campus) vehicle emis-
sion and dispersion model

sick building syndrome

specific collection area

squamous cell carcinoma

standard erythemal dose (of UV radiation)

scanning electron microscopy

Systeme International — the internationally recognised system of
physical units based on the metre, kilogram, second and Coulomb
State Implementation Plan (US)

scanning mobility particle sizer

soluble organic fraction

southern oscillation index

Southern Oxidants Study (US)

supersonic transport

Stokes’ number

standard temperature and pressure — 0 °C and 1 atmosphere
sidestream tobacco smoke — released from the cigarette between
puffing

sum of hourly-mean ozone concentrations >60 ppb

sport utility vehicle

saturated vapour pressure

Third Assessment Report (by IPCC on climate change)
triethanolamine — a strong absorbent for NO,

Total Exposure Assessment Methodology

transmission electron microscopy

tapered element oscillating microbalance

toxic equivalent — a standardisation of the toxicity of TOMPS

toxic organic micropollutants — generic term that includes PCDD,
PCDF and other minority chemicals with recognised toxicity at low
(ppt) concentrations

tonnes oil equivalent

Transport Research Laboratory (UK)

total suspended particulate — all the particles in the air, regardless of
diameter

three-way catalyst — converts the three harmful gases in petrol-
engined vehicle exhaust to carbon dioxide, nitrogen and water
upper atmosphere research satellite

ultra low penetration air



Acronyms and abbreviations

ULSP
UNECE

UNFCCC
USEPA
uv

VEI
vOoC

WHO
WTP

XRF
ZEV
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ultra low sulphur petrol

United Nations Economic Commission for Europe —a group of
countries, larger than the EU and including the US, that has a
wide ranging remit to organise joint ventures in European affairs
United Nations Framework Convention on Climate Change

see EPA

ultraviolet radiation, conventionally defined as occurring in the
wavelength range below 400 nm. Subdivided into UVA, UVB and
uvC

volcanic explosivity index

volatile organic compound — molecules, mostly containing hydro-
gen and carbon, that are released from sources such as motor fuels
and solvents. They are toxic in their own right and serve as precur-
sors for ozone formation

World Health Organisation

willingness to pay — method for assessing the benefits of air quality
improvements

X-ray fluorescence

zero emission vehicles — presumed to be electric, and required by
law to make up a certain proportion of the fleet in California



Chapter |

Gaseous air pollutants:
sources and control

The World Health Organisation (WHO) estimates that 500 000 people die pre-
maturely each year because of exposure to ambient concentrations of airborne
particulate matter. In the UK alone, this figure is around 10 000 people. World
Health Organisation also estimated the annual health cost of air pollution in
Austria, France and Switzerland as £30 billion, corresponding to 6% of the total
mortality; about half this figure was due to vehicle pollution. In the US, the
annual health cost of high particle concentrations has been estimated at £23
billion. Clearly, we are paying a high price, both in lives and money, for pollut-
ing the atmosphere.

Pollution (in the general sense) was defined in the Tenth Report of the Royal
Commission on Environmental Pollution as:

The introduction by man into the environment of substances or energy liable
to cause hazard to human health, harm to living resources and ecological sys-
tems, damage to structure or amenity or interference with legitimate use of
the environment.

This is a very broad definition, and includes many types of pollution that we
shall not cover in this book, yet it contains some important ideas. Note that by
this definition, chemicals such as sulphur dioxide from volcanoes or methane
from the decay of natural vegetation are not counted as pollution, but sulphur
dioxide from coal-burning or methane from rice-growing are pollution. Radon,
a radioactive gas that is a significant natural hazard in some granitic areas, is not
regarded as pollution since it does not arise from people’s activities. The bound-
aries become more fuzzy when we are dealing with natural emissions that are
influenced by our actions — for example, there are completely natural biogenic
emissions of terpenes from forests, and our activities in changing the local pat-
terns of land use have an indirect effect on these emissions. The pollution dis-
cussed in this book is the solid, liquid or gaseous material emitted into the air
from stationary or mobile sources, moving subsequently through an aerial path
and perhaps being involved in chemical or physical transformations before even-
tually being returned to the surface. The material has to interact with something
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before it can have any environmental impacts. This interaction may be, for
example, with other molecules in the atmosphere (photochemical formation of
ozone from hydrocarbons), with electromagnetic radiation (by greenhouse gas
molecules), with liquid water (the formation of acid rain from sulphur dioxide),
with vegetation (the direct effect of ozone), with mineral surfaces (soiling of
buildings by particles) or with animals (respiratory damage by acidified aerosol).
Pollution from our activities is called anthropogenic, while that from animals or
plants is said to be biogenic. Originally, air pollution was taken to include only
substances from which environmental damage was anticipated because of their
toxicity or their specific capacity to damage organisms or structures; in the last
decade, the topic has been broadened to include substances such as chlorofluoro-
carbons, ammonia or carbon dioxide that have more general environmental
impacts.

1. UNITS FOR EXPRESSING POLLUTANT
CONCENTRATION

Before we go any further, we must make a short detour to explain the units in
which pollutant concentrations are going to be discussed throughout this book.
Two sets of concentration units are in common use — volumetric and gravimetric.

If all the molecules of any one pollutant gas could be extracted from a given
volume of the air and held at their original temperature and pressure, a certain
volume of the pure pollutant would result. Volumetric units specify the mixing
ratio between this pollutant volume and the original air volume — this is equiva-
lent to the ratio of the number of pollutant gas molecules to the total number of
air molecules. Owing to historical changes in the systems used for scientific units,
there are at least three notations in common use for expressing this simple con-
cept. Originally, the concentration would be expressed, for example, as parts of
gas per million parts of air. This can be abbreviated to ppm, or ppmv if it is nec-
essary to spell out that it is a volume ratio and not a mass ratio. Later, to make the
volumetric aspect more explicit and to fit in with standard scientific notation for
submultiples, the ratio was expressed as pl 17!, Unfortunately, the litre is not a
recognised unit within the Systeme International (SI). The SI unit for amount of
substance (meaning number of molecules, not weight) is the mol, so that wmol
mol~! becomes the equivalent ST unit of volumetric concentration. This is correct
but clumsy, so ppm (together with ppb (parts per billion, 10~°) and ppt (parts per
trillion, 10™!2)) have been retained by many authors for convenience’s sake and
will be used throughout this book. Gravimetric units specify the mass of material
per unit volume of air. The units are more straightforward — wg m™~3, for example.
Unlike volumetric units, gravimetric units are appropriate for particles as well as
for gases.

These relationships are summarised in Table 1.1 for the typical concentration
ranges of ambient gaseous pollutants.
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Table 1.1 Abbreviations for volumetric and gravimetric units

Volumetric Gravimetric
Parts per million (micro)  107® ppm  ul ™! wmol mol ™! mg m~3
Parts per billion (nano) 10-° ppb nl |~ nmol mol™! g m3
Parts per trillion (pico) 10-12 Ppt plI~! pmol mol~! ng m3

Both volumetric and gravimetric systems have their uses and their advocates. The
volumetric concentration is invariant with temperature and pressure, and therefore
remains the same, for example, while warm flue gas is cooling in transit through
exhaust ductwork. When gas enters a leaf, the effects may depend primarily on
the number of molecular sites occupied by the pollutant gas molecules — this is
better indicated by the volumetric than by the gravimetric concentration. However,
if concentration is being determined by extracting the gas onto a treated filter
for subsequent chemical analysis, or health effects are being related to the mass
of pollutant inhaled, the result would normally be calculated as a gravimetric
concentration.

I.1.1 Conversion between gravimetric
and volumetric units

Since both gravimetric and volumetric systems are in use and useful, we need to
be able to convert between the two.

The basic facts to remember are that 1 mol of a pure gas (an Avogadro
number of molecules, 6.02 X 10%3) weighs M kg, where M is the relative molar
mass, and takes up a volume of 0.0224 m? at standard temperature and pressure
(STP - 0 °C, 1 atmosphere).

For example, sulphur dioxide (SO,) has M =32 X 1073 + (2 X 16 X 1073)
=64 X 1073 kg, so that pure SO, has a density (= mass/volume) of 64 X
1073/0.0224 = 2.86 kg m~3 at STP. But pure SO, is 10° ppm, by definition.
Therefore

10° ppm = 2.86 kg m 3
1 ppm=2.86 X 10 kg m~3

=2.86mgm3

and
1 ppb=2.86 pg m™3

Hence we can convert a volumetric concentration to its gravimetric equivalent
at STP.
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1.1.2 Correction for non-standard temperature
and pressure

The temperature and pressure are unlikely to be standard, so we also need to be
able to convert gravimetric units at STP to other temperatures and pressures. At
STP, we have 1 m> containing a certain mass of material. When the temperature
and pressure change, the volume of the gas changes but it still contains the same
mass of material. Hence we need only to find the new volume from the Ideal Gas

Equation
PV _ PV, (1.1)
T, T,

where Py, V; and T are the initial pressure, volume and absolute temperature and
P,, V, and T, are the final pressure, volume and absolute temperature.
In our case

P, = 1 atmosphere
Vl =1 m3
T,=273K

and we need to find V.
Therefore, rearranging equation (1.1),

T PV T
T IV s L W |
P, T, 273 P,

For example, the highest ambient temperature that we might find in practice is
50 °C, and the lowest ambient pressure at ground level might be 950 mbar.
Hence
T, =273 + 50 = 323 K,

and

P, =950/1013 = 0.938 atmosphere (because standard atmospheric pressure
= 1013 mbar)

Therefore

323
Vo= —  —126m
27 273 % 0938 m
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Table 1.2 Conversion factors between volumetric and gravimetric units

Pollutant Molecular

.
weight Mg 0 convert
ppb to pgm~3 g m 3 to ppb

0°C 20°C 0°C 20°C
SO, 64 2.86 2.66 0.35 0.38
NO, 46 2.05 1.91 0.49 0.52
NO 30 1.34 1.25 0.75 0.80
O; 48 2.14 2.00 0.47 0.50
NH; 17 0.76 0.71 1.32 1.43
CcO 28 1.25 1.16 0.80 0.86

The original volume of 1 m> has expanded to 1.26 m?. This is physically rea-
sonable because we have raised the temperature and reduced the pressure — both
changes will increase the volume. The increased volume will still contain the
same number of molecules, which will have the same mass. Hence the concen-
tration must decrease by the same factor, and 1 ppm of SO,, for example, would
now be equal to 2.86/1.26 mg m~3 or 2.27 mg m 3. The volumetric concentra-
tion, of course, would remain at 1 ppm.

For the pollutant gases discussed most frequently in this book, Table 1.2 gives
the conversion factors from ppb to wg m™3, and vice versa, at 0 °C and 20 °C. For
example, to convert 34 ppb of SO, at 20 °C to wg m~3, multiply by 2.66 to get
90 wg m3.

1.2 THE BASIC ATMOSPHERE

1.2.1 The origins of our atmosphere

What we experience today as our atmosphere is a transient snapshot of its evolu-
tionary history. Much of that history is scientific speculation rather than estab-
lished fact. The planet Earth was formed around 4600 million years ago by the
gravitational accretion of relatively small rocks and dust, called planetesimals,
within the solar nebula. There was probably an initial primordial atmosphere
consisting of nebula remnants, but this was lost to space because the molecular
speeds exceeded the Earth’s escape velocity of 11.2km s~!. A combination of
impact energy and the radioactive decay of elements with short half-lives raised
the temperature of the new body sufficiently to separate heavier elements such as
iron, which moved to the centre. The same heating caused dissociation of hydrated
and carbonate minerals with consequent outgassing of H,O and CO,. As the Earth
cooled, most of the H,O condensed to form the oceans, and most of the CO, dis-
solved and precipitated to form carbonate rocks. About one hundred times more
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gas has been evolved into the atmosphere during its lifetime than remains in it
today. The majority of the remaining gases was nitrogen. Some free oxygen
formed (without photosynthesis) by the photolysis of water molecules.
Recombination of these dissociated molecules was inhibited by the subsequent
loss of the hydrogen atoms to space (hydrogen is the only abundant atom to have
high enough mean speed to escape the gravitational attraction of the Earth). The
effect of atomic mass makes a huge difference to the likelihood of molecules
escaping from the Earth. The Maxwell distribution means that there is a most
likely velocity which is relatively low, and a long tail of reducing probabilities of
finding higher speeds. For example, a hydrogen atom at 600 K (typical tempera-
ture at the top of the atmosphere) has a 10~¢ chance of exceeding escape speed,
while the corresponding figure for an oxygen atom is only 1084, This process will
result in a steady attrition of lighter atoms. The first evidence of single-celled life,
for which this tiny oxygen concentration was an essential prerequisite, is shown in
the fossil record from around 3000 million years ago. Subsequently, the process of
respiration led to a gradual increase in the atmospheric oxygen concentration. This
in turn allowed the development of O; which is thought to have been a necessary
shield against solar UV. Subsequent evolution of the atmosphere has been domin-
ated by the balance between production and consumption of both CO, and O,.

1.2.2 Natural constituents of air

People tend to refer to air as though it consists of ‘air’ molecules, which is evid-
ence of the spatial and temporal constancy of its properties that we take for
granted. Consider first the molecular components that make up unpolluted air. Air
consists of a number of gases that have fairly constant average proportions, both
at different horizontal and vertical positions and at different times. Table 1.3 gives
the proportions of the gases that are present at concentrations of around and above
1 ppm.

The average molar mass of dry air can be found by summing the products of
the proportions by volume and molar masses of its major components.

Table 1.3 Proportions of molecules in clean dry air

Molecule Symbol Proportion by volume
Nitrogen N, 78.1%

Oxygen 0O, 20.9%

Argon Ar 0.93%

Carbon dioxide CO, 370 ppm

Neon Ne 18 ppm

Helium He 5 ppm

Methane CH,4 1.7 ppm

Hydrogen H, 0.53 ppm

Nitrous oxide N,O 0.31 ppm
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i.e.

M, = (0.781 X 28.01) + (0.209 X 32.00) + (0.0093 X 39.95)
+ (0.00037 X 44.01)
= 28.95 g mol ™!

Mixed into the quite uniform population of atmospheric molecules is a large range
of additional materials that vary greatly in concentration both in space and time:

e sulphur dioxide may be released directly into the atmosphere by volcanoes,

or formed as the oxidation product of the dimethyl sulphide released by

oceanic phytoplankton

oxides of nitrogen are created when anything burns

nitrous oxide is emitted from the soil surface by bacterial denitrification

hydrogen sulphide is produced by anaerobic decay

ammonia is released from animal waste products

ozone is formed in the stratosphere, by the action of UV radiation on oxygen

ozone is also found in the troposphere, via both diffusion down from the

stratosphere and local natural photochemistry

e volatile organic compounds (VOCs) are emitted from many different species
of vegetation, especially coniferous and eucalyptus forests

e non-biogenic particles are generated by volcanoes or entrainment from the soil

e biogenic particles include pollen, spores, and sea salt.

We shall come back to these additional materials, and others, throughout this
book when we consider them as pollutants rather than as naturally occurring sub-
stances.

1.2.3 Woater in the atmosphere

The proportions given in Table 1.3 are for dry air — without water vapour mole-
cules. The gases listed have long residence times in the atmosphere, are well mixed
and their concentrations are broadly the same everywhere in the atmosphere.
Water is very different, due to its unusual properties at normal Earth temperatures
and pressures. It is the only material which is present in all three phases — solid
(ice), liquid and gas (water vapour). There is continuous transfer between the three
phases depending on the conditions. We take this situation very much for granted,
but it is nevertheless remarkable. Certainly, if we found pools of liquid nitrogen or
oxygen on the surface of the Earth, or drops of these materials were to fall out of
the sky, it would get more attention.

The proportion of water vapour in the atmosphere at any one place and time
depends both on the local conditions and on the history of the air. First, the
temperature of the air determines the maximum amount of water vapour that can
be present. The water vapour pressure at this point is called the saturated vapour
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Table 1.4 Variation of saturated water vapour pressure with temperature

Units Temperature/°C

—10 0 10 20 30
Pa 289 611 1223 2336 4275
mbar 3 6 12 23 43

pressure (SVP), and varies roughly exponentially with temperature (Table 1.4).
Various mathematical expressions have been used to describe the relationship; an
adequate one for our purposes is

19.65T >
2734+ T

where e (T) is the saturated vapour pressure in Pa and 7 is the air temperature in
degrees Celsius.

Second, the ambient (meaning local actual) vapour pressure ¢, may be any value
between zero and e,. The ratio of actual to saturated vapour pressure is called the
relative humidity /,, often expressed as a percentage. If water vapour is evaporated
into dry air (for example, as the air blows over the sea surface or above a grassy
plain), then the vapour pressure will increase towards e, but cannot exceed it. If air
is cooled, for example by being lifted in the atmosphere, then a temperature will be
reached at which the air is saturated due to its original water content. Any further
cooling results in the ‘excess’ water being condensed out as cloud droplets. If the
cooling occurs because the air is close to a cold ground surface, then dew results. The
complexity of this sequence for any air mass is responsible for the variability of
water vapour concentration in space and time. For comparison with the proportions
given in Table 1.3 for the well-mixed gases, we can say that the highest vapour con-
centrations occur in the humid tropics, with temperatures of 30 °C and relative
humidities of near 100%. The vapour pressure will then be 4300 Pa, corresponding
to a mixing ratio of 4.3/101 = 4.3%. At the low end, an /, of 50% at a temperature of
—20 °C would correspond to a mixing ratio of around 0.1%. The global average mix-
ing ratio is around 1%, so the abundance of water vapour is similar to that of argon.

e(T) = 611 exp(

1.3 THE VERTICAL STRUCTURE OF THE
ATMOSPHERE

1.3.1 Pressure

The pressure of a gas is due to the momentum exchange of individual molecules
when they collide with the walls of their container. In the atmosphere, only the
molecules at the surface have got a container — the remainder simply collide with
other gas molecules. At any height in the atmosphere, the upward force due to this
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momentum exchange must equal the downward force due to gravity acting on all
the molecules above that height. Since this force decreases with height, pressure
decreases with height.

Considering the force dF acting on a small vertical column of height dz, area
A and density p, with the acceleration due to gravity of g, we have dF = —gpA
dz (the minus sign is because the force acts downwards, but z is usually taken to
be positive upwards).

Hence

dp =dflA = —gpdz
But for an ideal gas at temperature T
p = mplkT

where m is the molecular mass and k is the Boltzmann constant.
Hence

1 mg
—dp = —-d
p P kT ¢

which integrates to give the hydrostatic equation

= poexpy —
P = Po€Xp | kT z

where p, is the surface pressure. The average atmospheric pressure at sea level
over the surface of the Earth is 101.325 kPa = 1013.25 mbar (or hPa).

The equation in this form allows for the variation of m, g and T with height z.
In practice, the atmosphere is remarkably shallow, having a thickness of only
0.2% of the Earth’s radius up to the tropopause and 1.4% even at the mesopause.
Hence for practical purposes g can be taken as constant and equal to its value at
the surface, go. Also, the major components — nitrogen, oxygen and argon — are
well mixed by turbulent diffusion, so m is nearly constant at 28.95. If T were con-
stant as well, the integration would give

The exponent in brackets in this equation must be dimensionless, so that k7/mg
must have the same dimensions as z, which is length. Hence we can write

Z
P(z) = Poe
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where H = kT/mg is the scale height of the atmosphere. H corresponds to
the height over which the pressure decreases to 1/e = 0.37. At the surface, where
the temperatures are around 20 °C or 290 K, the scale height is 8.5 km. At the
tropopause, where T ~220 K, the scale height has fallen to 6 km.

The total atmospheric pressure is the sum of the partial pressures from each of
the gases present according to its proportion by volume or mixing ratio (e.g. as %
or ppm). Hence the great majority of the pressure is due to nitrogen, oxygen and
argon. Superimposed on this long-term average situation are short-term variations
due to weather. These may cause the sea level pressure to decrease to 95 kPa in
the centre of a severe depression or increase to 106 kPa in an anticyclone.

Looked at the other way round, pressure = force per unit area, so that the
surface atmospheric pressure is just the total force (= mass of the atmosphere X
acceleration due to gravity) divided by the total surface area of the Earth (47tR?).

_ Myn g
Poeatevel = W

By rearranging and substituting the known value of average sea level pressure
(101.325 kPa), g = 9.81 m s~2 and R = 6.37 X 10% m we can calculate the total
mass of the atmosphere to be around 5.3 X 10'8 kg. This is useful for under-
standing the significance of differing rates of input of atmospheric pollutants.

1.3.2 Temperature

The temperature structure of the atmosphere, which is shown in Figure 1.1, is
more complex than the pressure structure, because it is the result of several com-
peting processes. First, the Earth’s surface is emitting longwave thermal radia-
tion, some of which is absorbed and re-radiated by the atmosphere. Because the
atmospheric pressure and density decrease exponentially with height, the absorp-
tion and emission decrease as well, which establishes a non-linear decrease of the
equilibrium radiative temperature with height. Second, convective forces come
into play. Below an altitude of 10-15 km, the lapse rate of radiative temperature
exceeds the adiabatic lapse rate. This promotes overturning and defines the well
mixed region known as the troposphere. The mixing process establishes the adi-
abatic lapse rate (see Chapter 6) of around 6.5 °C km™! within this region. Above
that altitude, the lapse rate of radiative temperature has dropped to a value well
below the adiabatic lapse rate, resulting in the stable poorly-mixed conditions
characteristic of the stratosphere. Third, warming due to solar energy absorption
by the layer of ozone between 20 and 50 km reverses the temperature decline, so
that air temperature increases up to the stratopause at 50 km, further increasing
the atmospheric stability. The stratosphere is dry throughout because the main
source of moisture is the troposphere, and any air moving into the stratosphere
from the troposphere must have passed through the tropopause, where the very
low temperatures act as a cold trap. Some additional water molecules are created
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by the oxidation of CH,4. Above the stratopause, in the mesosphere, the warming
effect is offset by decreasing air density, and the temperature falls again.
Although the temperature is falling, the rate of decrease is small at around 4 K
km~! and the mesosphere is also stable, but only just. Finally, above the
mesopause at 90 km the air becomes so thin, and collisions so infrequent, that
unequal energy partition between vibrational and translational modes result
in very high temperatures. It is these high translational energies that allow light
particles such as hydrogen atoms to escape from the Earth altogether.

1.4 ANTHROPOGENIC EMISSIONS

The three major groups of gaseous air pollutants by historical importance, con-
centration, and overall effects on plants and animals (including people), are sul-
phur dioxide (SO,), oxides of nitrogen (NO, = NO + NO,) and ozone (O3).
Sulphur dioxide and nitric oxide (NO) are primary pollutants — they are emitted
directly from sources. We shall start by looking at the main sources of these and
other primary gases, and also consider some of the methods of control that can be
used to reduce emissions and concentrations when required. Then we will move
on to ozone, which is referred to as a secondary pollutant because it is mainly
formed in the atmosphere from primary precursors, and emissions of the gas itself
are negligible. Nitrogen dioxide (NO,) is both primary and secondary — some is
emitted by combustion processes, while some is formed in the atmosphere during
chemical reactions. Production of SO, is commonly associated with that of black
smoke, because it was the co-production of these two materials during fossil fuel
combustion that was responsible for severe pollution episodes such as the London
smogs of the 1950s and 1960s.

1.4.1 Energy consumption

During most of recorded history, the population of the world has grown slowly
(Figure 1.2), reaching 200 million in AD 1, 250 million in AD 1000 and 450
million in 1600. In the seventeenth century, we started to learn how to keep
people alive before we realised the consequences, and the rate of growth
increased explosively. The population reached 6 billion in 2000, and is now
forecast to reach 7.5 billion by 2020 and to stabilise at 9 billion in 2050.
Ninety eight per cent of the future growth will be in developing countries, and
most of that will be in urban areas. This rapidly increasing population has also
been increasing its standard of living, underpinned by energy obtained from
fossil fuels — initially from coal burning and later by oil and gas. Although
increased energy efficiency in the developed nations stabilised the use per
person after 1970, the continuing increase in total population is still driving up
the total energy use. We each use about 2 kW on average — equivalent to one
fan heater — although this single average conceals a wide range between
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Figure 1.2 The growth of world population over the period AD 0-2000.
Source: Idso, S.B. (1989) Carbon Dioxide and Global Change: Earth in
Transition, IBR Press, Arizona, USA.

intensive users such as the US (10 kW) or Western Europe (5 kW), and less
developed countries having very small energy inputs. The combustion of fossil
fuels to generate this energy converts carbon into carbon dioxide and releases
it into the atmosphere. Guideline energy contents of fossil fuels, and of alter-
natives, are shown in Table 1.5.

Figure 1.3 shows the parallel growth in carbon release (as CO,) in the
nineteenth and twentieth centuries. Coal was the original fossil fuel used, then oil
from 1900 and gas from 1930. Also visible are major disturbances to the drive for
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Table 1.5 Typical energy contents of widely-used fuels

Energy source

Energy density/M] kg~

Natural gas 51

Petroleum 37

Coal
Anthracite 30
Bituminous 30
Sub-bituminous (brown) 20
Lignite 10-15
Animal dung (dry weight) 17
Wood (dry weight) 15

growth — the recession in the 1930s, the Second World War and the oil price cri-
sis of 1974.

Coal is the fuel that underpinned successive industrial revolutions from the
Bronze Age through to the eighteenth century. It is the most abundant fossil fuel,
with huge reserves of some 1000 billion tonnes that are expected to last another 300
years at present rates of use. What were originally peat deposits became buried and
compressed under accumulating sediments. The increased pressure and temperature
caused the peat to pass through a series of stages called the coal series, characterised
by decreasing moisture content and volatiles and a higher carbon content. The mem-
bers of this series are called lignite, sub-bituminous brown coal, bituminous coal and
anthracite. The earlier members of the coal series (from younger deposits,
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Cretaceous rather than Carboniferous) are poor quality low-calorific value fuels
which need to be burnt in large tonnages. However, coal use as a proportion of total
is declining, because of the handling advantages of fluid fuels such as oil and gas.

The origin of the world’s oil deposits is far less well understood than is coal’s. Oil
itself consists of thousands of different organic molecules, mainly hydrocarbons.
Whereas coal formed from the action of sediments on accumulating vegetable matter
in a terrestrial environment, it is thought that oil formed in a parallel process acting
on accumulating microscopic animal remains in a marine environment. Although
fluid, the oil could sometimes be trapped below a domed cap of impermeable rock.
As well as these deposits of pure liquid oil, there are extensive deposits of oil shales
and sands, in which the oil soaks through a permeable rock much like water through
a sponge. These types of deposit will be much more expensive to extract. Crude oil
as extracted is not useable as a fuel, but has to be refined by the process of fractional
distillation. This process yields not only fuels such as heavy fuel oil, diesel, petrol
and paraffin, but a wide range of chemicals which can be used to make plastics and
other materials.

Natural gas, which is mainly the simplest hydrocarbon methane, is associated
with both the formation of coal seams and oil deposits. With coal it is usually just
a safety issue, being present in sufficient concentrations to foul the air and cause
risk of explosions. With oil it is usually present in large volumes, overlying the
oil deposit, that have been exploited as a fuel in their own right.

Table 1.6 does not include renewables such as wind turbines or biofuels. The
per capita energy use varies widely between countries according to their stage of
development, from 7-8 toe per year in North America (where 5% of the world’s
population uses 25% of the energy), and 4 toe in Europe, to 0.2 toe in India.

Developing countries also offer very different fuel combustion profiles, espe-
cially in the domestic sector. Whereas domestic energy supply in developed coun-
tries is likely to be from burning gas in a centralised boiler for a central heating
system, developing countries are much more likely to be using fuels such as
kerosene, wood, roots, crop residues or animal dung. Furthermore, these are likely
to be burnt in an unflued indoor stove with poor combustion efficiency. Hence

Table 1.6 Global consumption of energy in 1998

Energy source Consumption/Mtoe” Consumption/%
Qil 3500 41.1

Natural gas 1900 224

Coal 2100 247

Nuclear 800 9.4
Hydro-electric 200 24

Total 8500 100

Note

* Mtoe = Million tonnes oil equivalent. All the different fuel consumptions are translated into
a common currency by expressing them as the weight of oil that would contain the same
energy. | Mtoe is 42 GJ.
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the potential for pollutant emissions and enhanced indoor pollutant concentrations
is much greater. Ironically, if the renewable fuels could be combusted without
pollutant emissions, they would be superior to fossil fuels because they have no net
impact on CO, concentrations. In some countries, for example China, national
programmes have been used to increase the availability of higher efficiency flued
stoves. Although, these still generate significant emissions to atmosphere, they
certainly reduce the indoor concentrations and consequent health impacts.

1.4.2 Sulphur emissions

All fossil fuels contain sulphur, most of which is released as sulphur dioxide dur-
ing combustion. Almost all the anthropogenic sulphur contribution is due to fos-
sil fuel combustion. Different fuels offer a wide range of sulphur contents:

e Qil and its by-products contain between 0.1% sulphur (paraffin) and 3% (heavy
fuel oil) in the form of sulphides and thiols. Petrol contains negligible sulphur
in the context of overall mass emissions, although there can be an odour
problem from conversion to hydrogen sulphide (H,S) on catalytic converters.

e Coal contains 0.1-4% sulphur, mainly as flakes of iron pyrites (FeS,). The
average sulphur content of UK coal is 1.7%.

e Natural gas (mainly methane, CH,) can be up to 40% H,S when it is
extracted from the well. The sulphur is taken out very efficiently at a
chemical processing plant before distribution, so natural gas is effectively
sulphur-free — one of the reasons for the ‘dash for gas’.

Global sulphur dioxide emissions are estimated to have increased from 4 Mt
(containing 2 Mt of sulphur) in 1860 to 150 Mt in 1990 (Figure 1.4). The
emissions from the US and Europe increased steadily until the 1970s before
coming under control. Sulphur emissions from the faster-growing Asian region
have continued to increase, due largely to coal combustion. Emissions from
China are now comparable to those from the US, and in 1990 emissions from
China, US and Russia accounted for over half the global total.

The major natural sulphur emissions are in the reduced forms of H,S (hydro-
gen sulphide), CS, (carbon disulphide) or COS (carbonyl sulphide), and the
organic forms CH3SH (methyl mercaptan), CH3;SCHj; (dimethyl sulphide, or
DMS) and CH3SSCHj; (dimethyl disulphide, or DMDS). Dimethyl sulphide is
produced by marine phytoplankton and oxidised to SO, in the atmosphere; H,S
from decay processes in soil and vegetation; and SO, from volcanoes. Whatever
their original form, much of these sulphur compounds eventually get oxidised to
gaseous SO, or to sulphate aerosol. The natural sources are now heavily out-
weighed by human ones, principally fossil fuel combustion, as shown in Table
1.7. Since 90% of the biogenic emission is as DMS, and an even higher propor-
tion of the human emission is as SO,, we have a clear demarcation between the
source types. Since most of the DMS comes from oceans in the southern hemi-
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Figure 1.4 World and Regional sulphur production in the period 1850-1990.
Source: Lefohn, A. S., Husar, J. D. and Husar, R. B. (1999) ‘Estimating histor-
ical anthropogenic global sulphur emission patterns for the period 1850—-1990’,
Atmospheric Environment 33: 3435-3444.

sphere, and most of the human SO, from fossil fuel emissions in the northern
hemisphere, we also have a geographical split. Note that the emission strengths
are given as mass of sulphur, not of sulphur dioxide. If these values are compared
with others expressed as SO,, then they must be multiplied by the ratio of the
molecular weights, which is 2.0 (64/32) in this case.

Information about the budgets of reduced sulphur components is less soundly
based than that for oxidised S. Approximate total emissions are given in Table 1.8.

Table 1.7 Natural and anthropogenic sources of sulphur dioxide

Source Global emission/Mt S a™!
Natural

DMS 16

Soils and vegetation 2

Volcanoes 8
Total natural 26
Anthropogenic

Biomass burning 3

Fossil fuel combustion 70
Total anthropogenic 73
Total 99
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Table 1.8 Global emissions of reduced S

Compound Emission/Mt 2™
Carbonyl sulphide (OCS) 1.3
Carbon disulphide (CS,) 1.0
Hydrogen sulphide (H,S) 8.0
Dimethyl sulphide (DMS) 16

During the last three decades, the types of fuel burned for energy in the UK
have been changing quite rapidly, although the total has remained fairly constant.
Figure 1.5 gives the breakdown by fuel type over the period 1970-1998. Coal
consumption for power generation declined rapidly in the 1990s, while domestic
coal use continued the decline that had started in the 1960s. Natural gas con-
sumption rose steadily, not only for domestic space heating but in the industrial
and power sectors as well. Consumption by vehicles (both petrol and diesel), and
by aircraft, increased steadily.

About 66% of UK emissions are currently from power stations, and are emit-
ted from chimneys several hundred metres above ground level. For example, a
typical 2000 MW power station as operated by National Power or PowerGen
burns up to 10 000 tonnes of coal per day, producing between 500 and 1000
tonnes of SO, per day. The total UK generating capacity of about 60 000 MW is
responsible for the emission of about 1 Mt of sulphur dioxide per year.

For the UK, detailed statistics in Table 1.9 from the Department for
Environment, Food and Rural Affairs give the annual amounts and percentages
from various source categories. The total SO, emission has fallen dramatically
since 1970, due to the combined influence of lower sulphur fuels, the switch from
coal to gas and increased energy efficiency. Two-thirds of the emissions are due to
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Figure 1.5 UK energy production by type 1970-1998.
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Table 1.9 UK emissions of SO, in 1970 and 1998, by source category

Source Emissions, 1970  Emissions, 1998  Percentage of
kt S kt S 1998 total
Combustion for energy production
Electricity 1457 536 66
Petroleum refining 127 86 12
Other combustion 151 6 |

Combustion in commercial
and residential

Residential 261 26 3

Commercial and agricultural 221 17 2
Combustion by industry

Iron and steel production 217 23 3

Other industrial 705 74 9
Production processes 46 8 |
Extraction and distribution of fossil

fuels 3 3 0
Road transport 22 12 |
Other transport and machinery 46 19 2
By fuel type

Solid 1830 585 72

Petroleum 1282 185 23

Gas 96 30 2

Non-fuel 48 24 3
Total 3256 810 100

electricity generation, and transport contributes a negligible proportion (contrast
this with NO, in Section 1.4.3).

Emissions are not usually spread uniformly across the country. In the UK the
National Atmospheric Emissions Inventory (NAEI) compiles very detailed maps
of estimated emissions on a 10 X 10 km grid. These estimates are updated
annually. Two factors drive SO, emissions — population and power stations. There
are clusters of emissions around the large urban centres, because these areas are
industrial as well as population centres. There are also clusters around the group
of coal-fired power stations in the English East Midlands. Areas of low popula-
tion density, such as the Highlands of Scotland and central Wales, have corres-
pondingly low emission densities.

We will see in Chapter 5 how such a concentration of emissions also results
in a concentration of deposition and effects. In industrialised countries,
emissions have been falling in recent decades as industry moves away from coal
and towards natural gas. Figure 1.4 showed that, even while global emissions
continued to rise, European emissions peaked in about 1980 and have been
falling since then. This trend was anticipated by UK emissions (Figure 1.6),
which rose fairly consistently until the late 1960s before starting to decline.
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Total UK emissions of SO, were 6.3 Mt in 1970; they declined to 3.7 Mt in 1980
and have continued to fall since. Figure 1.7 shows how these changes have been
distributed between different source categories since 1970, together with forecast
emissions until 2020. Ninety five per cent of UK SO, emissions in 1998 were due
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Figure 1.7 UK SO, emissions by source category 1970-2020.
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to combustion of solid fuel or petroleum products, with emissions from these two
sources having declined by 68 and 86% respectively between 1970 and 1998.

Emissions from the power station sector were almost constant until the
early 1990s, and then fell steadily under the combined influence of desul-
phurisation and the switch to gas from coal. Industrial and domestic emissions
fell throughout the period. This decline conceals a major redistribution of
source types — the power stations have been moved out of the urban areas into
greenfield rural sites near the coalfields, while domestic coal combustion for
space heating has been almost completely replaced by gas central heating.
Again, political influences can also be seen on the total emission curve. The
sharp reduction in 1974 was caused by the oil price increase imposed by the
Gulf States, and that in 1980 by the economic recession following the election
of the Conservative Party. In more recent years the economic recovery,
followed by protracted recession, has added to changes due to intended
sulphur emission controls. Future emissions targets (for 2010) have been set
by the 1999 Gothenburg Protocol, and declines already underway due to
improved energy efficiency, reduced S in fuels and other factors are expected
to achieve these.

1.4.2.1 Reduction of sulphur dioxide emissions

Burn less fuel! Tt is self-evident that, other things being equal, we can always
reduce pollutant emissions by burning less fuel. However, for several hundred
years, as we have already seen, the rising standards of living of the developed
countries have been based fundamentally on production and consumption of
energy that has mostly been derived from fossil fuel. We live in an increasingly
energy-intensive society, and reductions to our quality of life in order to save
energy are not yet politically acceptable. Many measures, such as improved
thermal insulation and draught proofing of buildings, offer enormous potential for
improved quality of life and reduction of emissions. Wonderful opportunities for
change have been missed. For example, the price of oil was arbitrarily quadrupled
by the Gulf States in the 1970s; this incentive could have been used to redirect
society quite painlessly, raising the price of energy over a twenty-year period and
encouraging people to live closer to their work and relatives, travel on public
transport, and make their homes less energy-wasteful. Other attractive options,
such as combined heat and power that can raise the overall energy efficiency of
fossil fuel combustion from below 40% to above 80%, have also been largely
ignored. Some countries have made more progress than others — in Copenhagen,
for example, new houses are automatically supplied with hot water from the
district heating scheme.

Fuel substitution. This involves the use of a lower-S fuel to reduce emissions,
and is very logical, but may have other implications. For example, we have seen
from the above data that power stations must be the first target for sulphur control.
In the UK, a large investment in coal-fired stations was made in the 1960s, with
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Figure 1.8 Contributions to UK power generation, 1970-1996.
Source: Environment Agency (2000) Report into an Air Pollution Episode, Envir-
onment Agency, Bristol, UK.

coal sourced from the nationalised British coal pits. Most British coal, particularly
in the Trent valley where the power stations are concentrated, is not low-sulphur.
When acid deposition and the sulphur content of coal became an issue in the
1970s, there was little flexibility for these stations to import low-sulphur coal. In
the 1980s and 1990s, the British coal industry collapsed under both economic and
political pressures, increasing the freedom of power stations to import low-sulphur
coal. In addition, the privatised electricity generators are now free to construct gas-
fired power stations that emit much less sulphur dioxide. The effect of these
changes on the contribution to UK power generation can be seen in Figure 1.8.

Coal was dominant in 1970, and remained so until 1990. By 1996, however,
gas generation had taken 21% of the market and coal had declined to around 45%.
Although these changes do reduce SO, emissions, more is needed to meet the
Government targets. Her Majesty’s Inspectorate of Pollution (now part of the
Environment Agency) set the goal of reducing the SO, emissions from power
generation to 365 kt year™! by 2005, whereas current (2001) emissions are
around 800 kt. The effects of changes in sulphur content can be dramatic. In
Hong Kong, the use of fuel oil containing more than 0.5% S by weight was
prohibited in July 1990. Ambient SO, concentrations in the most polluted areas
dropped from around 120 g m ™3 to around 30 wg m~3 within weeks.

Fuel cleaning. The coal used in large-scale generating plant is ground in a ball
mill to the texture of a fine powder so that it can be blown down pipes and mixed
with air before combustion. Since the sulphur-containing pyrites occur as
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physically-distinct particles having a different density to the coal, a process such
as froth flotation can be used to separate the relatively dense flakes of pyrites
from the powdered coal. Reductions of 80% in S content can be achieved, but
40% is more typical and this process is not widely used.

Flue Gas Desulphurisation (FGD). Chemical engineering plant can be built
into or added onto power stations to remove most of the sulphur dioxide from the
combustion (flue) gases before they are exhausted to atmosphere. Several differ-
ent methods are available. In the most popular, a finely divided limestone slurry
is sprayed into the flue gas (Figure 1.9). The calcium carbonate from the lime-
stone reacts with the SO, to produce hydrated calcium sulphate (gypsum), which
can be used to make plasterboard for the building industry.
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CaCO; + SO, — CaSO, - 2H,0

In a modification of the above, a lime slurry is atomised by a spinning disc.
Although, the reaction between the absorbent and the acid gas takes place mainly
in the aqueous phase, the water content and rate of evaporation are controlled to
give dry calcium sulphite which is captured in a conventional dust collector and
can be used for landfill or cement manufacture.

1 1
S0, + Ca0 + — H,0 —>CaS0; - — H,0

Finally, for plants located near the sea, the natural alkalinity of sea water can be
utilised to form sulphuric acid in a packed bed absorber.

1
S0, + H,0 + — 0, = HyS0,

The acid effluent is normally disposed of at sea, which may or may not be
environmentally acceptable. This process is a good example of the need to
consider air, water and land pollution as a whole when evaluating different
control strategies.

Currently 10% of UK generating capacity (6000 MW) has been fitted with FGD
systems. One typical FGD plant, operating on a 2000 MW station at 90% efficiency:

reduces SO, emissions by 130 000 tonnes a™!

uses 300 000 tonnes limestone a™!

produces 470 000 tonnes gypsum a~! (10-15% of the UK market)
costs £300M as a retrofit.

Although sulphur emissions are greatly reduced, other issues are raised.
Limestone must be quarried in, and transported from, rural areas, and the gypsum
may have to be disposed of to landfill if a market cannot be found for it. There is
then a consequent risk of leachate creating a water pollution problem. The UK
electricity providers have installed FGD systems on the minimum number of
power stations necessary in order to meet European Union targets on sulphur
emission reduction. West Germany, in contrast, installed FGD on 40 000 MW of
capacity between 1982 and 1991, which reduced annual SO, emissions from 1.6
Mt to 0.2 Mt. In 1990, with the unification of East and West Germany, emissions
rose sharply because the East Germans had been burning 300 Mt a~! of high-
sulphur soft brown coal. There is currently a second wave of FGD retrofits being
made to existing power stations which is expected to bring total German
emissions down from 6 Mt to 0.6 Mt by 2005.

Although the old industrialised countries have the wealth and level of technol-
ogy to lower SO, emissions to whatever value they choose, we cannot be
complacent on a global basis. For example, China currently burns around 1000 Mt
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coal and emits 15 Mt SO,. By 2020, around 2000 Mt coal will be burned, emitting
up to 55 Mt SO, depending on the sulphur content of the coal and the level of sul-
phur emission control installed on new plants. The 1999 Gothenburg Protocol of
the Convention on Long Range Transport of Air Pollution has set a combined
EU15 annual emissions ceiling of 4.044 Mt SO, to be achieved by 2010.
Remarkably, this is similar to the SO, emission from the UK alone during the
1980s.

1.4.2.2 Sulphur trioxide

A small proportion of the fuel sulphur (typically up to a few percent) may be
further oxidised to sulphur trioxide (SOj3). This has three main consequences:
first, a blue mist of sulphuric acid droplets can be emitted from boiler chim-
neys; second, water vapour and SO; combine to condense out sulphuric acid on
cool parts of the ductwork, accelerating the corrosion of metal parts; third,
smoke particles accumulate on these sticky areas of the ductwork. Small lumps
of this acidified deposit, known as ‘acid smuts’, are entrained into the gas
stream, ejected from the chimney, and may then fall onto and damage local sen-
sitive surfaces such as car paintwork or clothes. The conversion to SOj; is catal-
ysed by vanadium, so that some fuel oils that are high in vanadium can convert
20-30% of the initial sulphur into SO3. Proprietary chemical oil additives are
available that can help to control this problem.

1.4.3 Nitrogen oxide production

The two principal oxides of nitrogen are nitric oxide (NO) and nitrogen dioxide
(NO,). The sum of these two is known as NO, (pronounced either as en-oh-ex or
as ‘knocks’). Despite their quite different physical properties, chemical affinities
and environmental impacts, they are often lumped together. Combustion always
produces a mixture of NO, and NO, although typically more than 90% of
combustion NO, production is in the form of NO.

Nitric oxide is formed in two distinct ways:

Thermal NO is formed from reactions between the nitrogen and oxygen in
the air. The reactions can be summarised by the Zeldovitch mechanism:

N, + O—NO + N

N+0,—NO+O
This is highly endothermic, so that thermal NO production is at a maximum in
the highest-temperature regions of a combustion chamber.

Fuel NO is formed from nitrogen in the fuel. Typically, fuel nitrogen contents
are 0.5-1.5% in oil and coal, and rather less in gas.
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Figure 1.10 shows that total UK NO, emissions were quite steady until the
1940s, when they started to increase sharply. Emissions from coal combustion fell
during the recession in the 1930s before reviving, while those from oil products
increased steadily until curtailed in 1974. More recent data are shown in
Figure 1.11 for the period since 1970, together with predicted emissions up to
2020. Note that the data in this figure are expressed as Mt nitrogen, whereas those
in Figure 1.10 were in terms of Mt NO,. Between 1970 and 1984 the total was
almost constant, although there was a redistribution between sources, with motor
vehicle emissions increasing and industrial emissions falling. Between 1984 and
1990 total emissions increased steadily, due entirely to the increase in vehicular
emissions. After peaking in 1990, a decline started which is expected to continue
to at least 2005 due to the fitting of low-NO, burners in power stations and to
catalytic control of vehicle exhaust gases.

Nitric oxide is also emitted from soils, but it has proved harder to quantify the
source strength. Nitrifying bacteria produce both nitric and nitrous oxide — anaer-
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obic production of NO is thought to dominate overall. Guesstimates based on
rather sparse data suggest that UK soil production of NO may be equivalent to
2-5% of the production from fuel combustion.

Table 1.10 gives the detailed Department of Environment (DoE) statistics for
the UK emission of nitrogen by fuel combustion in 1970 and 1998. The annual
total is less than for sulphur dioxide, with a different balance between source
types. Power stations make up only a fifth; while road transport, which con-
tributed only a tiny proportion of the SO, emissions, contributes nearly half
of the N emissions. The similarity of the road transport emissions in 1970 and
1998 conceals a large rise to a peak of 400 ktonnes in 1990 (Figure 1.11)
before they were controlled by catalytic converters. The emissions are in fact
quite evenly distributed amongst coal, petrol and diesel fuels. This balance
naturally affects the priority areas for control measures. It is important to note
that, despite the precision with which the emissions are quoted, the error on
these figures (and on those of corresponding emissions of other gases) has
been estimated to be 15-20%. The total weight of nitrogen emitted is some
500 kt, equivalent to more than half the total nitrogen used in UK fertiliser.
Hence it should be anticipated that the nitrogen, once returned to the surface,
will have a significant impact on both managed and natural ecosystems.

Table 1.11 shows the global distribution of emissions. Although most of the
direct emission will be as NO, the source strengths are given as NO, equivalent
since all the NO is potentially available for oxidation to NO,. Within this global
total of about 150 Mt, European emissions account for about 20 Mt. The figures
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Table [.10 UK emissions of NO, in 1970 and 1998, by source category

Source Emissions/ Emissions/ Percentage of
1970 1998 1998 total
kt N ke N
Combustion for energy production
Electricity 247 1 21
Petroleum refining 13 16 3
Other combustion 19 16 3
Combustion in commercial and
residential
Residential 19 22 4
Commercial and agricultural 22 10 2
Combustion by industry
Iron and steel production 23 7 |
Other industrial 98 47 9
Production processes 4 2 0
Extraction and distribution of fossil fuels 0 0 0
Road transport 234 243 46
Other transport and machinery 76 60 I
Total 760 534 100

Table .11 Global emissions of NO, by source type

Source category

Source strength/

Percentage of total

kt NOya™!
Surface sources
Fuel combustion
Coal 21 000 13.7
Oil 10 200 6.6
Gas 7 600 4.9
Transport 26 300 17.1
Industrial 4 000 2.6
Soil release 18 100 11.8
Biomass burning
Savannah 10200 6.6
Deforestation 6 900 45
Fuel wood 6 600 4.3
Agricultural refuse 13 100 85
Atmospheric sources
NHj; oxidation 10 200 6.6
Lightning 16 400 10.7
High-flying aircraft | 000 0.7
NO, from the stratosphere 2 000 1.4
Total emission 153 600 100
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show that some 70% of the total release is due to human activities — or to put it
another way, we are emitting more than twice as much as the whole Planet. An
indication of the uncertainty in compiling these estimates is that the global total
is predicted to lie in the range 60-300 Mt. As with SO, and ammonia, there are
large variations in emission density with location — by a factor of at least 30
between the heavily populated regions of the Netherlands, Germany and the UK
on the one hand, and sparsely inhabited regions such as Scandinavia and north-
ern Scotland on the other.

In Asia, just three countries (China, India and Japan) accounted for over 75%
of total energy consumption in 1990, with hard coal predominating. The total NO,
emission was estimated as 19.2 Tg, with 15.8 Tg from area sources and 3.3 Tg
from large point sources. By 2020, total energy use is expected to increase by a
factor of over four, with oil and gas taking an increasing share of the market.
Emissions from some individual sub-regions and cities will increase tenfold over
this period. Low emissions on a per capita basis can indicate either an immature
economy which is not energy-intensive, or a mature economy which is energy-
intensive but has extensive pollution controls in place. Many Asian economies will
be more interested in robust growth than in pollution control, and it may take
decades for emissions to be reduced to Western levels.

1.4.3.1 Nitrogen dioxide formation

As has been described in Section 1.4, only a small proportion of the NO, found
in the atmosphere was released in that form from sources. The remainder has
been created in the atmosphere as part of the same photochemical activity that is
responsible for ozone formation. The nitric oxide from fossil fuel combustion
reacts with ozone

NO+O3_)N02+02

During daylight, the NO, absorbs blue and UV radiation <420 nm and decom-
poses back to NO and Os, resulting in a photochemical equilibrium between the
four gases. In rural areas, away from the NO sources, the NO, concentration is
usually considerably higher than that of NO. In urban areas, the O; becomes
depleted and the balance moves in favour of NO. The production of ozone, which
requires more complex cycles involving organic compounds and radicals, is
discussed in Section 1.8.1.
The principal sink for NOy is oxidation to nitric acid HNOj.

In the daytime

NO, + OH + M — HNO; + M,

and at night
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NO, + O3 — NO; + O,
N205 + H20 g 2HNO3

The resulting lifetime of NOy is only about a day. Furthermore, HNOj is highly
soluble in water and easily removed by precipitation, so it has not been clear what
acts as the effective NO, reservoir which is required to explain its occurrence in
regions remote from anthropogenic sources. The likely route is thought to be via
peroxyacetyl nitrate (CH;C(O)OONO,, usually referred to as PAN). Peroxyacetyl
nitrate is produced in the troposphere by photochemical oxidation of carbonyl
compounds in the presence of NO,. For example, from acetaldehyde CH;CHO

CH,CO + 0, + M — CH;C(0)00 + M
CH;C(0)0O0O + NO, + M — PAN + M

Since PAN is only slightly soluble in water, it is not removed effectively by
precipitation processes. The main loss route is by thermal decomposition which
regenerates NO,:

PAN =5 CH,C(0)00 + NO,

This decomposition process has a time constant of 1 h at 295 K but several
months at 250 K. Hence it is thought that PAN generated close to NO, sources
moves into the upper troposphere and lower stratosphere, where the low
temperatures allow it to be transported long distances before releasing NO,.
This process maintains NO, concentrations at 50-100 ppt throughout the remote
troposphere.

1.4.3.2 Reduction of nitrogen oxide emissions

Burn less fuel! Fewer motor cars, smaller engines, more public transport, more
home insulation and similar measures . Since the same combustion processes are
involved, all the arguments and methods that applied to SO, will reduce NO, pro-
duction correspondingly.

Low-nitrogen fuel. There is not much to be gained by using low-N coal or oil,
since they tend to have similar N content. Also, a perversity of thermodynamics
means that low-N fuels convert their N more efficiently to NO than do high-N
fuels, offsetting the expected benefit.
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Peak temperature reduction. The endothermic nature of thermal NO gener-
ation means that production can be lessened by reducing peak temperatures
everywhere within the combustion zone; it is better to have a uniform distribution
at the average temperature than to have high-temperature peaks and low-temper-
ature troughs. A technique called Flue Gas Recirculation can also be used, in
which a small proportion of the flue gases (which are inert because their oxygen
has been used up) are fed back to dilute the air—fuel mixture before combustion
and reduce the intensity of the flame.

Air—fuel ratio. Fuel NO can be reduced by making the combustion fuel-rich
(i.e. by reducing the air—fuel ratio). However, this also reduces the thermal effi-
ciency, which is of paramount importance to large-scale users such as electricity
generators, and means that more fuel has to be burnt. Hence it is not widely used.

‘Low-NO,’ burners. Use burner aerodynamics and combustion chamber de-
sign to slow the rate at which fuel and air are mixed and burnt, giving long lazy
flames and the minimum number of hot-spots. N is still released from the fuel,
but under reducing conditions so that it forms N, rather than NO. These burners
can be retrofitted to existing plant, and have the potential to reduce fuel-NO by
40%. The EC Large Combustion Plant Directive specifies emission limits for new
plant. The national total emission from existing plant that has a capacity greater
than 50 MW (thermal) also has to be reduced by 15% (1993) and 30% (1998)
from 1980 values. In order to meet these targets in the UK, twelve of the coal-
fired power stations in England and Wales, representing more than 70% of total
coal-fired capacity, have been retrofitted with low-NO, burners.

Flue Gas Denitrification. Conventional coal and oil-fired power stations may
be used in areas with tight NO, emission limits. Also, nitrogen-rich fuels such as
sewage, refuse, some heating oils and waste wood can generate high NO, emis-
sions. For such emissions, two types of flue gas denitrification (deNox) system
are in use. The first, used at lower nitrogen loads, operates without a catalyst at
temperatures of 850—-1000 °C. Ammonia or urea is injected into the flue gas at the
combustion chamber outlet. The second again involves the injection of ammonia
or urea, but this time at lower temperatures (250-350 °C) in the presence of a cat-
alyst such as vanadium pentoxide or titanium dioxide.

4NH; + 4NO + 0, — 4N, + 6H,0 (typically 80-90% efficient)

This process is expensive; it has been fitted to about 150 plants in Germany, the
US and Japan, but is not used in the UK. There may be up to 5 ppm of ammonia
slip, which can in turn be controlled with transition metal ions in the catalyst
washcoat. The selective catalytic converter is upstream of any dust removal
equipment, so the operating conditions for such a catalyst are poor, with very high
dust loadings and acid gas concentrations, and the pore structure can get blocked
with sulphates and fly ash. Partial regeneration may be possible by soot blowing.

The 1999 CLRTAP Gothenburg Protocol caps EU15 NO, emissions in 2010 at
6.65 Mt (2.02 Mt as N). EU15 countries have not been as successful in reducing
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their N emissions as they have been for S. This reflects the fewer opportunities
for reducing N emissions via low N fuel, fuel substitution and flue gas deNox.

1.4.4 Ammonia

A further class of emissions is often grouped as NH,, meaning the sum of
ammonia (NH;) and ammonium (NH,). The three main sources of atmospheric
ammonia are livestock farming and animal wastes, with emissions primarily due
to the decomposition of urea from large animal wastes and uric acid from poultry
wastes. The overall total emission from these sources has increased with the
intensification of agriculture, which has also changed the nature of the emissions
from area to point sources. Emissions from housed and field animals are rela-
tively steady in nature, while operations such as slurry and manure spreading
result in more intense short-term emissions. Ammonia emissions can be changed
by feed N content, the conversion of feed N to meat N (and hence the N content
of animal wastes), and the management practices applied to the animals.
Globally, animal emissions are roughly equal to the combined emissions from
other sources (Table 1.12). The largest single source of emissions in the UK is
release to atmosphere for the few days immediately following slurry application
to fields. Table 1.13 below gives a more detailed estimate of the principal UK
sources of ammonia. As indicated by the total range, there is a high degree of
uncertainty attached to these estimates, with different authors quoting ranges for
each term that can vary by an order of magnitude. The total figure represents
around 380 kt N, over half of the 500 kt N due to NO,. The pattern is reflected
in emission estimates for other countries — the percentages due to cattle, sheep
and pigs are around 88 in Germany, 94 in the Netherlands and 83 in Japan. The
total European emission is about 7 Mt NH; year™!, of which some 80% is
thought to be due to animal manure from intensive livestock production. This
agricultural connection has a sharp influence on the geographical distribution of
sources. Unlike emissions of NO or SO,, those of ammonia are at their greatest
in rural areas associated with intensive livestock production — the Netherlands,
northern parts of Germany and France, South-west and North-west England,
Wales and Ireland. The nature of the emission is also different — whereas
combustion emissions are produced at very high concentrations from point

Table 1.12 Global ammonia emissions

Source Global emission/Mt N a~!

Vegetation

Oceans

Biomass burning

Fertiliser application
Livestock 2

Total 45

Lo NOU;
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Table 1.13 UK emissions of ammonia by source type

UK source category Source strength/ Percentage of total
kT NH3 a™!
Agricultural
Cattle 200 48
Sheep 70 17
Pigs 30 73
Poultry 24 58
Horses 2 0.5
Fertiliser application 40 9.7
Others

NHj; and fertiliser production 8
Human sweat and breath 10
Sewage treatment plants 5
Sewage sludge disposal 5
Domestic coal combustion 5
Motor vehicles |
Domestic pets 12

Total 412 (range 180-780)

sources, ammonia emissions are released at very low initial concentrations from
large area sources such as pastures. The potential for ammonia release is indi-
cated by the increase in fertiliser use in the second half of this century — from
200 kt N in 1950 to 1500 kt N in 1990. Much of this fertiliser has been used to
increase pasture and feed grain production for cattle and sheep. Clover in pas-
ture is used to fix around 200 kg N ha™!, and this again increases the amount of
N from animal wastes.

Ammonia is also volatilised directly from fertilised crops and grassland. When
urea is used, this loss can amount to 5-20% of the applied N; losses from
ammonium nitrate (which makes up around 90% of UK applications) are proba-
bly less than 5%. The picture is further complicated by the fact that ammonium
is present in plant tissues; when the atmospheric concentration is less than a crit-
ical value (known as the compensation point), ammonia can diffuse to atmos-
phere from the stomata. Conversely, if the concentration is above the
compensation point, then there is deposition. Hence the emission rate is influ-
enced by plant N status, stomatal aperture and microclimate. There may be both
diurnal and annual cycles, with emission being favoured after fertiliser applica-
tion, during daylight and during leaf senescence, and deposition at night or when
the leaf canopy is wet.

As can be seen from Table 1.13, there are sundry other sources of atmospheric
ammonia. The most significant are losses from the industrial plants where
ammonia and fertilisers are produced, human sweat and breath (around 0.2 kg
person! a~!), and wastes from domestic pets such as cats and dogs. These
emissions are insignificant compared to those from agriculture.
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Table 1.14 Summary of nitrogen emissions from the UK by species

Nitrogen species Emission/kt N a~!
NO, 500
NH, 380
N,O (see Chapter |1) 110
Total 990

Table 1.14 gives an approximate summary for the total N emissions in the UK
from NO,, NH; and N,O.

1.4.5 Volatile organic compounds (VOCs)

The general category of VOCs includes non-methane hydrocarbons (NMHC,
such as alkanes, alkenes and aromatics), halocarbons (e.g. trichloroethylene)
and oxygenates (alcohols, aldehydes and ketones). Historically, measurements
of atmospheric HC concentration have been expressed in terms of the non-
methane component (NMHC), because the methane concentration was
regarded as a stable natural background. However, it is now recognised that
methane is also a man-made pollutant from intensive animal and rice produc-
tion, that the concentration is increasing globally, and that it plays an impor-
tant role in ozone photochemistry. Emissions of NMHCs are larger than those
of methane; nevertheless, since they are more reactive, the typical atmospheric
concentrations are considerably lower. Within the VOC, hydrocarbons have
received the most attention for their role in photochemistry. More recently, the
range of molecules of concern has expanded to include other groups such as
chlorinated and oxygenated hydrocarbons. Non-methane hydrocarbons can
undergo many transformations in the atmosphere, most of which involve reac-
tions with NO3 or OH radicals, or with O3 — during these reactions, the NMHC
may form more stable or soluble species, or may become converted from gas
to particle or vice versa.

Data for NMVOC emissions in 1998, taken from the UK Atmospheric
Emissions Inventory, are given in Table 1.15. The major emission categories are
solvent use (which includes paints, adhesives, aerosols, metal cleaning and print-
ing) and road transport. Substantial VOC emissions occur during processes such
as painting (evaporation of solvents), oil production (flaring and venting of gas),
oil refining (flaring and fugitive emissions), distribution of oil or refinery prod-
ucts (evaporation from storage, displacement losses when venting tanks), dry
cleaning (final drying of clothes), use of aerosol sprays (both in the product and
from the propellant), inefficient combustion of bituminous coal in domestic
grates, production of alcoholic drinks (breweries and distilleries) and arable farm-
ing (crop growing, silage manufacture, sludge spreading).

The total emission, at about two million tonnes per year, is considerably
greater than that of NO, or SO,. The emissions are dominated by industrial
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Table 1.15 UK emissions of NMVYOC

Source category Source Source Percentage
strength in strength in of total
1970/kt a~! 1998/kt a~! in 1998
Combustion for energy production
Public power 7 6 0
Commercial and residential 296 41 2
Production processes 372 289 15
Extraction and distribution of fossil fuels
Gas leakage 3 19 |
Offshore oil and gas 5 167 9
Petrol distribution 8l 113 6
Solvent use 576 532 27
Road transport
Combustion 523 394 20
Evaporation 112 134 7
Other transport and machinery 62 48 2
Waste 10 29 I
Nature 178 178 9
By type of fuel
Solid 309 31 2
Petroleum 592 444 23
Gas 6 18 |
Non-fuel 1365 1466 74
Total 2272 1958 100

processes, solvents and road transport. They increased steadily between 1970 and
1990, then started to decline, albeit slowly, due largely to control of vehicle
exhaust emissions (Figure 1.12).

More detailed surveys have been used to speciate the NMVOC emissions
between sectors. The UNECE VOC protocol, for example, identifies three groups
of VOC according to their potential for photochemical ozone production. Group I
(highest potential) includes alkenes, aromatics, low alkanes and isoprene, Group II
ethanol and high alkanes, and Group III methanol, acetone, benzene and acetylene.

Although a notional figure of 80 kt has been included for forests in Table 1.15,
we know far less about biogenic VOC emissions than we do about anthropogenic
ones. Plants synthesise many organic molecules as an integral part of their bio-
chemistry — hydrocarbons include hemiterpenes such as isoprene (CsHg), the
monoterpenes (CjgH;¢) such as a-pinene and [-pinene, the sesquiterpenes
(Cy5Hyy) such as humulene. Oxygenated compounds include C; such as CH;0H,
HCHO; C, such as C,Hs;OH, and C; such as acetone (CH;COCHj3). Some of
these VOCs are released to atmosphere — the turpentine smell characteristic of
pine forests, the monoterpenes from mint and the aldehydes from mown grass are
well-known examples. Some information is available about emissions of ethylene
(ethene) which regulates physiological processes such as fruit ripening and leaf
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Figure 1.12 UK NMVOC emissions by type 1970-2010.
Source: National Expert Group on Transboundary Air Pollution (2001)
Transboundary Air Pollution: Acidification, Eutrophication and Ground-level
Ozone in the UK, Centre for Ecology and Hydrology, Edinburgh.

abscission, and isoprene, but less is known about the rest. Ethylene has been
heavily studied, and is known to be associated with plant growth and develop-
ment, seed germination, flowering, fruit ripening and senescence. There is a nice
little interaction with air pollution — damage due to chemicals such as ozone and
sulphur dioxide can stimulate the production of stress-ethylene, which is then in-
volved in the production of new atmospheric compounds. Deciduous trees tend to
be isoprene emitters, while conifers favour monoterpenes, although the exact role
of these substances in plant biochemistry is not clearly understood. The global
fluxes are huge — some 400 Mt C in both isoprene and monoterpene.
Hydrocarbons make up the majority, although smaller quantities of partially oxi-
dised compounds such as alcohols, aldehydes, ketones and acids are also emitted.
Altogether around 1000 different compounds (some of which are themselves
families with thousands of members) are known to be emitted (Table 1.16).

Table .16 Global biogenic VOC emissions

Compound Emission rate/Mt C a™!
Methane 160

Dimethyl sulphide 15-30

Ethylene (ethene) 8-25

Isoprene 175-503

Terpenes 127480

Other reactive VOCs ~260

Other less reactive VOCs ~260
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In the US, for example, detailed inventories have shown that isoprene emissions
exceed anthropogenic hydrocarbon emissions. Hence Oz production will not be
controlled by reductions in anthropogenic HC emissions alone, but will need
greater control of NO, emissions. Once released, the VOCs are involved in a great
multiplicity of oxidation reaction pathways, although there is much uncertainty
about the details of these at present.

1.4.5.1 Reduction of YOC emissions

The potential for reduction of VOC emissions falls into two categories — mobile
and stationary sources. Mobile sources are discussed in Chapter 3. In the UK,
many stationary processes are prescribed under the Environmental Protection Act
1990, and emissions from these will fall steadily as the legislation comes into
effect. It was predicted that stationary source emissions would fall by an overall
36% from a 1988 base by 1999. Many of the emissions come from small-scale
operations that are hard to control — for example, surface cleaning is performed
by dipping parts into open tanks of solvent. There are estimated to be 150 000 to
200 000 sites in the EU at which solvent degreasing is carried out in the metals
and electrotechnical industrial sectors.
There are many methods for industrial VOC control:

Condensation — The gas stream is cooled to a temperature at which the
partial pressure of the required VOC component exceeds its dew point,
so that it condenses out as a liquid. The procedure is most effective for
compounds with high boiling points. If the gas stream also contains com-
pounds that solidify at the reduced temperature, they will block the
condenser.

Adsorption — The VOC is adsorbed onto a material such as activated carbon
which has a large surface area per unit volume. When the adsorber is satur-
ated, the VOCs are stripped off by steam, which is in turn condensed.
Absorption — In absorbers, or scrubbers, the gas stream is put in intimate con-
tact with an absorbing solution by means of spraying the liquid through the
gas or bubbling the gas through the liquid. The solution absorbs gas until the
concentration is in equilibrium under Henry’s law.

Thermal and Catalytic Incineration are discussed in detail below.

Flaring — The organic stream is burned in an open flame. With proper design
the flame stability is insensitive to gas flow rate, so that wide variations
(1000:1) can be handled. This makes the method useful in plant start-up or
shut-down situations, or in an emergency when a process stream has to be
dumped.

Biological treatment — Microorganisms are used to break down the large
organic molecules, using some of them as their energy supply. The method
can have high efficiency for dilute gas streams, and is most effective on
alcohols, ethers, aldehydes and ketones.
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1.4.5.2 Air pollution control by catalysts

A catalyst is a material that increases the rate of a chemical reaction by lowering
the activation energy for a particular step in the reaction sequence; the catalyst
does not itself get changed in the reaction. The reaction products can be
controlled by choice of catalyst — for example, platinum will catalyse the full
oxidation of ethylene to carbon dioxide and water, whereas vanadium catalyses
partial oxidation to aldehyde. Catalytic control of air pollutants has been given a
huge role in the reduction of motor vehicle emissions; there are also many
industrial process emissions that can be reduced by catalytic conversion. The
effectiveness of catalytic reactions partially depends on access by the reactants to
the catalytic sites. Hence catalysts are usually presented as a coating on a porous
support matrix having large surface area. Common matrix materials, such as
Al,03, Si0, and TiO,, are applied as a washcoat to an inert mechanical substrate.
This washcoat is precipitated from solution and then heat treated to form a
network of 2-5 wm particles interlaced with pores 1-10 wm across. Such a
washcoat can have a surface area as high as 200 m? g~!. Choice of washcoat may
be critical for particular gases — for example, alumina reacts with sulphur dioxide
and is unsuitable for catalysing sulphurous exhaust gases. The washcoat is then
impregnated with the catalyst by soaking it in a solution containing a salt such as
Pt(NH;)™2. The exhaust gases to be treated could be passed directly through the
catalysed washcoat. However, at high flow rates this generates high pressure
drops and hence energy costs (or equivalently, a loss of power). To reduce the
pressure drop, the washcoat is applied to an inert ceramic monolith having a
honeycomb structure of 50-60 channels cm™2, each channel being 1-2 mm
across and giving a surface area density of 0.3 m? g~!. Temperature is another
important factor. Catalysis of relatively cold gases will be limited by the chemical
reaction rates at the catalyst sites, while for hot gases the rate-limiting process
will be diffusion of reactant and product molecules to and from the sites.
Process VOC emissions can be controlled by commercially-available thermal
or catalytic oxidisers. With thermal oxidisers, the incoming contaminated air is
preheated in a heat exchanger before passage through a burner section. In the
burner section, the air is heated to around 800 °C in the presence of excess oxy-
gen, oxidising the VOCs to CO, and water. The hot gases leave through a heat
exchanger which preheats the inlet gases and increases energy efficiency. The
heat exchanger may be either continuous (recuperative) or cyclical (regenerative).
With catalytic oxidisers, a thin-walled honeycomb lattice is coated with a wash-
coat to provide high surface area; and then impregnated with a fine dispersion of
platinum-group metals. A range of catalysts is available to cover methane, ethane,
propane and other VOC:s. Inlet concentrations are typically a few hundred ppm.
The catalytic converters operate at lower temperatures of 150-350 °C, so they
have lower energy requirements, although again much of the energy expenditure
can be recovered with an efficient heat exchanger. Choice of system is influenced
by factors such as expected working life, inlet gas composition and temperature,
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and process intermittency. With either type of system, VOC destruction efficien-
cies up to 99% can be achieved.

An interesting application of catalytic control is for ozone in the cabins of
high-altitude jets. The WHO guideline for personal exposure to ozone is 0.1 ppm.
During very high pollution episodes in Los Angeles the concentration has risen to
0.6 ppm. Yet long haul passenger aircraft routinely fly at altitudes at which the
ozone concentration is several ppm. Although this air is very thin, if it is com-
pressed for use as the source air for cabin air conditioning the ozone content
could be unacceptably high. Ozone abaters based on a palladium catalyst are car-
ried aboard such aircraft.

1.4.5.3 Incineration

Volatile organic compounds and many other substances such as halogenated
compounds, dioxins and furans, and N- or S-containing materials can also be
treated by incineration, which effectively uses the waste gas as the air supply to
a high temperature burner. Temperatures of 700-1200 °C are reached, with lower
temperatures resulting in higher CO emissions and higher temperatures resulting
in higher NO, emissions. In a typical example from the chemical industry, a waste
gas stream is treated for the removal of acetone, isopropanol, toluene, cresole,
ethanol, acetic acid, dichlorobenzol, methyl bromide, epoxy propane, methanol,
acrylonitrile and dimethyl ether. Quite a soup!

For either incinerators or oxidisers, where the process gas stream involves a
large flow at a relatively low concentration, a concentrator can be used as a pre-
treatment. A concentrator consists of a large wheel coated in an absorbent such as
zeolite (e.g. a sodium or potassium aluminosilicate). The wheel rotates slowly. A
part of the wheel is immersed in the process gas and absorbs the pollutant.
Another part is immersed in a low volume flow of hot gas which desorbs the pol-
lutant. Then this low volume flow is treated in the usual way.

1.4.6 Carbon monoxide

Complete combustion of any fuel containing carbon would lead to the production
of carbon dioxide (Table 1.17). There is always an associated production of car-
bon monoxide, which is a toxic gas that affects the transport of oxygen in the
blood stream. In the atmosphere at large, the concentrations are negligible. Under
the restricted ventilation conditions sometimes found in towns, concentrations
can be a significant health hazard.

In the UK in 1998, the total anthropogenic emission was 4.7 Mt, with about 73%
coming from road vehicles. As with NO, and NMVOC, this source has fallen
rapidly since 1990 with the increasing use of catalytic converters on petrol-engined
cars.
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Table 1.17 Global CO budget

Sources Range of estimates/Tg CO a™!
Fossil fuel combustion/industry 300-550
Biomass burning 300-700
Vegetation 60160
Oceans 20-200
Methane oxidation 400-1000
Oxidation of other hydrocarbons 200-600

Total sources 1800-2700

Sinks
Tropospheric oxidation by OH 1400-2600
Stratosphere ~100
Soil uptake 250-640

Total sinks 2100-3000

1.4.7 Hydrogen chloride

Most gaseous hydrogen chloride enters the atmosphere through the dechlorina-
tion of airborne sea salt particles by pollutant gaseous nitric acid or sulphuric acid
(Table 1.18).

HClyq) + HNOj (g45) = HCl(g5) + HNO3(,q

HClyq) + HaSOy (gas) = HCl(gy5) + H2SO44g)
Since both pollutants and sea salt are needed, the highest HCI fluxes are found
around the UK, and in Northeast Europe. The other major sources are various
types of combustion, except for a small contribution by diffusion down from the

stratosphere of HCI that has been formed there from CFCs. HCI dissolves in
water to form the chloride ion C1™.

Table 1.18 Sources of atmospheric HCI

Flux/Tg Cla™!

Natural

Volcanoes 2.0
Anthropogenic

Seasalt dechlorination 50.0

Fossil fuel combustion 4.6

Biomass burning 25

Incineration 2.0

Transport from stratosphere 2.0
Total 63.1
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There is no upward trend to HCI concentrations, so the deposition must be
assumed equal to the emissions. In the UK, HCI is a minority air pollutant, with
total emissions of around 90 kt year™!, 75% of which is due to coal-burning
power stations. There may be localised acidity production in rainfall downwind
of such sources.

1.5 PRIMARY EMISSION SUMMARY

Approximate overall global totals for emissions of the different gases are
presented in Table 1.19, with corresponding values for Europe in Table 1.20.

In Table 1.21, we summarise also the sources of the different gases shown in
Table 1.20. The range of different sources, and of the balances between them, for the
different pollutants means that the spatial variation of emissions can also be very
high.

Figures 1.13a—d show the contrasting spatial distributions of the emission
density of four pollutants in the US in 1998. Sulphur dioxide (a) is largely
confined to the east, where the population is dense and the power is generated
from coal. Nitrogen oxides (b) are similar, except that stronger emissions come
from California where the vehicle density is highest. Ammonia (c) is strongly

Table 1.19 Global natural and anthropogenic emissions of different species

Species Natural/Mt a~! Anthropogenic/Mt a™! Total/Mt a™!
CO, 7 X 10° 0.23 X 10° 7.2 X 10°
CH,4 160 375 535

cO 430 1815 2245

SO, 15 146 161

N,O 26 16 42

NO, 24 85 109

NH, I5 30 45

H,S 1-2 4 5

Table 1.20 EU* Total emissions of different species

Gas Emission/Mt a~!
co, 3250

CH, 272

CcO 46.1

sO, 14.4

N,O 14

NO, 12.9

NH, 37
NMVOC 17.4

Note

# The EU 15 plus Croatia, Iceland, Malta, Norway and Switzerland.
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Table 1.21 Percentage contributions of different processes to the totals in Table 1.20

Source CO NMVOC CO, SO, NO, NH; CH; N,O
Public power 1.23 0.86 32.32 50.88 1893 0.09 0.18 457
Combustion plants 129 3.27 1940 7.18 444 0.04 1.53 2.2
Industrial combustion  5.76 0.36 18.29 16.41 9.45 0.05 0.19 229
Production processes  5.39 5.87 471 399 1.75 283 0.17 22.12
Fuel extraction and 0.23 6.00 0.08 0.22 088 - 13.82 -
distribution

Solvent use - 2356 0.13 - - 0.06 - 0.68
Traffic 614 2797 20.74 334 4737 096 062 396
Other mobile sources 7.55 5.03 395 189 1587 - 0.07 1.09
Waste treatment and  4.66 .28 2.09 0.58 0.84 1.09 3044 1.65
disposal

Agriculture 0.74 17.17 -1.80 - 0.29 94.65 39.52 3445
Nature 0.21 8.64 0.09 15.50 0.17 023 1347 27.06

Emission Density tons/sq mile
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Figure 1.13 US emission maps.
a) SO,, b) NOy, c) NHj3, d) VOC.
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associated with the main livestock and grain agricultural areas, while biogenic
VOC emissions (d) are mainly generated by the forests in the warm south-east.

1.6 ADSORPTION AND ABSORPTION OF GASES

We have seen above that SO, and NO, can be removed from gas streams by
specific chemical plant. There is a much wider range of equipment available that
is used to reduce gas concentrations before release to atmosphere. In some cases,
these create a useable by-product — for example, nitric acid can be recovered
when NO, is removed.

1.6.1 Adsorption

Gaseous air pollutants such as organics are captured on the surface of a bed of
porous material (the adsorbent) through which the gas flows. The adsorbents used
are materials such as activated carbon (charcoal made from wood or coconut
shells), silica gel (sodium silicate), alumina, synthetic zeolites and clays such as
fullers’ earth (magnesium aluminium silicates). Activation refers to the thermal
pretreatment of the adsorbent so as to maximise its surface area per unit volume.
This large specific surface area is an essential requirement for good adsorption
systems. Commonly-used adsorbers such as silica gel and activated charcoal have
surface areas of up to 2 km? per kg, and adsorption capacities of up to 0.5 kg
kg~ !. The adsorption process may be physical, (due primarily to Van der Waals
short-range forces), or it may be chemical. When it has become saturated, the
adsorbent is regenerated by heating (often with steam) with or without a
reduction in pressure. Adsorption is most effective at high concentration and low
temperature. The relationship between the concentrations in the gas and solid
phases at a particular temperature is known as the adsorption isotherm. In general,
the concentration in the solid phase increases with molecular weight and pollutant
concentration and decreases with increasing temperature. The adsorption is most
effective for non-polar (hydrophobic) compounds such as hydrocarbons, and less
so for polar (hydrophylic) compounds such as organic acids and alcohols.

1.6.2 Absorption

The gas stream is given intimate contact with an absorbing solution by means of
bubbling or spraying. The absorption may either be chemical (by reaction) or
physical (by dissolution). Solvents in common use include water, mineral oils and
aqueous solutions. Gases that are commonly controlled by absorption include
HCl, H,SO,4, HCN, H,S, NH;, Cl, and organic vapours such as formaldehyde,
ethylene and benzene. The absorption process depends on the equilibrium curve
between the gas and liquid phases and on the mass transfer between the two,
which in turn is a function of the driving force divided by the resistance.
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Figure 1.14 A packed absorption tower.
Source: Johnsson, . E. (1998) ‘Urban sources of air pollution’, In: J. Fenger,
O. Hertel and F. Palmgren (eds) Urban Air Pollution: European Aspects, Kluwer
Academic Publishers, Dordrecht, The Netherlands.

In commercial absorbers, the gas and solvent are brought into intimate contact,
with equilibrium being achieved if the results are to be predictable, before the
cleaned gas and solvent are separated. In stagewise absorption, such as tray scrub-
bers, the gas is bubbled through the liquid to achieve one absorption step under
one set of equilibrium conditions before going on to the next step. A vertical cas-
ing contains several trays one above the other.

Solvent cascades from the top downwards, while gas moves upwards (counter-
current absorption). Each tray has many small vents across its surface through
which the gas bubbles, into and through the layer of solvent. These bubbles pro-
vide the high surface area and thin gas—solvent interface necessary for efficient
movement of the gas into the solvent. In continuous differential contact systems,
such as packed towers, the interfacial surface is maintained on a subdivided solid
packing (Figure 1.14). Very high efficiencies, greater than 99.9%, can be achieved.

A common application of gas scrubbers is for odour control. Some gases have
extremely low odour thresholds, which are unrelated to their toxicity, and scrubbers
must operate at consistently high efficiencies to avoid odour complaints. Often, the
odorous contaminant is absorbed into a solvent, then reacted with an oxidising
agent such as potassium permanganate to fix it as a less harmful compound.
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1.7 INCINERATION AS A SOURCE OF AIR
POLLUTANTS

There is a serious waste disposal problem in developed industrial countries. Much
of our solid wastes are currently buried in landfill sites, but the supply of suitable
holes in the ground is drying up. Hence there is pressure to use alternative
methods of disposal, of which incineration is one. Potentially incineration is
attractive because it can recover thermal energy for electricity generation or
district heating schemes. Sewage sludge can be burnt alongside coal in power
stations, or in purpose-built incinerators. In one example of the latter, sewage
sludge is pumped into a filter press dewatering plant which converts it into a dry
cake. The cake is then incinerated in two fluidised bed furnaces, the waste heat
from which is used to generate steam and hence electricity to run the process.
Incineration can generate about three times the energy per kg waste compared to
the energy recovered from the decomposition of landfill.

In the UK, households generate around 30 million tonnes of municipal solid
waste (MSW) annually, and the quantity is growing by about 3% per year. Eighty
three per cent goes to landfill, and less than 10% is incinerated or recycled. There
are 13 MSW incinerators, burning an annual total of 2 Mt. Local Authorities will
be required to double their recycling rates within the next 3 years, almost triple
in five years, and achieve 30% by 2010. There is also a target to recover or recycle
45% of MSW by 2010. The EU Landfill Directive will require the UK to reduce
by 2020 the amount of biodegradable municipal waste sent to landfill to 35% of
the 1995 value. Currently, only around 8% of municipal and 5% of commercial
and industrial waste is incinerated in the UK, compared with 32% in France and
54% in Denmark. Ideally, these incinerators would serve as municipal combined
heat and power centres, burning the local waste and returning the hot water and
electricity to the local community.

There are four competing technologies

The simplest form is mass burn, in which the mixed wastes are combusted on
a moving grate and energy is recovered from the hot combustion gases.
Around 7 MW can be generated for an annual throughput of 100 000 tonnes.
In fluidised bed combustion, the fuel is cleaned of non-combustible material
and shredded before being combusted in an updraft of air through a bed of
sand and dolomite.

Pyrolysis involves heating the waste to 400—800 °C in the absence of oxygen;
this breaks down complex molecules which can then be burned. Gasification
is similar, but the low-grade gaseous fuel is burned in a turbine.

The EU intention is to divert MSW from landfill to recycling and incineration, and
this process will require the commissioning of up to 50 new incinerators in the UK
by 2015. But incineration produces emissions other than CO, and H,O, such
as acid gases (HCI, HF, SO,), NO,, heavy metals (cadmium, mercury, arsenic,
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vanadium, chromium, cobalt, copper, lead, manganese, nickel, thallium and tin),
dioxins, PCBs, PAH and other particles. Also there is residual solids’ ash, (typi-
cally 10-20% of mixed urban waste) which is usually very enriched in aluminium,
calcium, silicates, iron, sodium, magnesium and potassium, and which may con-
tain 1-10% lead and zinc. Some of the volatile metals such as cadmium and lead
are vaporised and emitted. Polyvinylchloride (PVC) combines with lead to make
lead chloride, which is volatile and emitted. If the combustion conditions for MSW
are wrong, emissions of dioxins and furans can be increased significantly. The
tight control required is shown by the EU emission limit for dioxins, which is 0.1
ng TEQ m™>. Municipal solid waste incinerators are currently responsible for only
3% of UK dioxin emissions, but since the total fell from 1078 to 325 kg year™! be-
tween 1990 and 1998, any increase due to incineration will be unwelcome.
Production of these toxics can be minimised by keeping the combustion tempera-
ture above 1100 °C, with a gas residence time in the combustion chamber of at
least 1 s and a surplus of oxygen. The UK Hazardous Waste Incineration Directive,
which came into force in 2000, brings operating conditions and emissions within
a stricter regime. Best available technology must be used for controlling stack
emissions and the incineration temperature must exceed 850 °C.

Pyrolysis and gasification are competing with incineration for market share.
These processes rely on heating the wastes in the absence of oxygen (like pro-
ducing charcoal from wood or coke and coke-oven gas from coal), so that they
are decomposed into energy-rich gas, oil and char. The gas ‘syngas’ can be used
as a fuel or as a petrochemical feedstock.

1.7.1 Persistent organic pollutants (POPs)

Persistent organic pollutants is a class of pollutants that has only been defined
quite recently. It covers materials such as dioxins, furans, PCBs and organochlor-
ine pesticides such as DDT. The materials involved are persistent in the environ-
ment, with half-lives of years in the soil or sediment and days in the atmosphere.
Hence concentrations may still be increasing decades after emissions have
started. They favour soil organic matter and fats rather than aqueous media for
storage, and hence enter the food chain and can be magnified by bioaccumula-
tion. They readily volatilise into the atmosphere and condense onto particles, so
they can be involved in long range transport. The most common effects reported
are of reproductive impairment or carcinogenicity; because there are mixtures of
POPs and metabolites present, it is often not possible to specify directly the
causative agent.

The term dioxins covers 210 organic compounds, comprising 75 polychlorin-
ated dibenzo-p-dioxins (PCDDs) and 135 polychlorinated dibenzofurans
(PCDFs). The most common source is the incomplete combustion of plastics such
as PVC. The dioxins contain 1-8 chlorine atoms substituted round one of two
base structures. The 17 compounds that contain chlorine in all of the 2, 3, 7 and
8 positions are the ones that have toxic effects on humans. There are also 12 of
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the 209 polychlorinated biphenyls (PCBs) which have recognised toxic effects
similar to those of dioxins.

The different compounds have toxicities that vary by 1000:1, and there is an
internationally-agreed weighting scheme so that the overall toxicity of a mixture
can be quantified. The most toxic is 2,3,7,8 tetrachloro dibenzo-p-dioxin (2,3,7,8
TCDD). The quantity of 2,3,7,8 TCDD which would have the same toxicity as the
mixture is known as the International Toxic Equivalent (I-TEQ). Dioxins have
very limited solubility in water, and low vapour pressures. In the atmosphere they
are normally associated with particles, and are extremely persistent. Typical
ambient concentrations are in the region of 10-100 fg I-TEQ m™3, where 1 fg
(femtogram) = 10715 g. A very wide range of processes contribute to dioxin
emissions, with no single category being dominant. In 1998, the four largest cat-
egories in the UK were sinter plants (13%), open fires and field burning (20%),
clinical waste incineration (7%) and non-ferrous metal production (7%).

1.8 SECONDARY GASEOUS POLLUTANTS

1.8.1 Tropospheric ozone

Natural ozone mainly occurs in the stratosphere, between heights of 15 and
50 km. It is formed from the action of UV photons (with wavelengths of <242
nm) on oxygen molecules. This ‘ozone layer’, which is sometimes known as
‘good ozone’ and which accounts for about 90% of all atmospheric ozone, is
discussed in more detail in Chapter 12. Natural ozone is also present in the tro-
posphere, where it has a ‘background’ concentration of 10-20 ppb. Some of this
ozone has diffused down from the stratosphere. Current estimates suggest that
this stratosphere—troposphere exchange amounts to between 400 and 500 X 10°
kg a~!, and can constitute 30-40% of the total tropospheric ozone burden,
although it is uncertain how much actually penetrates down to the surface. The
natural background concentration can be raised by at least an order of magnitude
when additional ozone is formed in the troposphere from other pollutant gases. It
cannot be formed directly in the same way as stratospheric ozone because the
lowest wavelength UV to reach the surface is 280 nm and has insufficient energy
to dissociate the oxygen molecule.

The remainder forms photochemically from the action of UV photons on
natural NO, in the following manner:

NO, + hv(A <400 nm) = NO + O

This is referred to as NO, photolysis. Photons with a wavelength greater than
400 nm do not have enough energy to break up the NO, molecule, while those
having a wavelength shorter than 280 nm have been absorbed so effectively in the
stratosphere that the tropospheric flux is negligible.
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0+0,+M—0,+M

(M is any ‘third body’ molecule, also known as a chaperone, such as N, or O,, which
is required for energy absorption but which does not take part in the reaction as such).
Left to its own devices, the generated Oj; reacts readily with NO:

NO + O3 > NO, + O, (1.2)
(NO, production)

This cycle of reactions generates a small contribution (a few ppb) to the back-
ground ozone concentration.

In the unpolluted atmosphere, equilibrium between the above three reactions
gives low and stable O3 concentrations. The Oz concentration never gets very high
because it is consumed immediately by the NO. Additional ozone can be formed in
the troposphere as a secondary pollutant when there are increased concentrations of
NO, for any reason. In the 1950s, an air pollution problem was identified in the Los
Angeles area of California — high concentrations of ozone were being formed in the
air and causing breathing and eye irritation and visible damage to vegetation. The
exact formation mechanisms turned out to be very complex, involving reactions
between hundreds of different hydrocarbons, radicals, NO and NO,.

Two main routes for the production of additional NO, are the reactions of NO
with either the hydroperoxy radical HO,:

HO, + NO — NO, + OH
or with an organic peroxy radical RO,.

RO, + NO — NO, + RO
where R is an organic radical — any atomic group consisting only of C and H (e.g.
C,Hs)

For example, in the case of methane (CH,4), R = CHj.

Hence

OH + CH, — CHj; + H,0
and

CH; + O, + M — CH;0, + M
Then photolysis releases oxygen atoms which combine with oxygen molecules to

generate elevated ozone concentrations. The sequence of reactions for methane
would be
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OH + CH, — CH; + H,O

CH; + O, + M — CH;3;0, + M

CH;0, + NO — CH;0 + NO,

NO, + hv (280-430 nm) = NO + O

O+0,+M—0;+M

CH;0 + O, — HO, + HCHO

HO, + NO — OH + NO,

NO, + hv (280-430 nm) = NO + O

O+0,+M—0;+M

CH4 + O, + O, > HCHO + O3 + O3,
with a corresponding sequence for other organic compounds.

Hence the summer daytime polluted troposphere contains a mixture of NO, NO,
and O; in concentrations and proportions that depend not only on the source
strengths of the precursors, but on the availability of the reactive components, mix-
ing conditions, life histories and weather conditions. Also note that the OH radical
is regenerated during the sequence; since it effectively acts as a catalyst, tiny con-
centrations (ppt) can play a major role in atmospheric chemistry. Essentially, any
hydrocarbons present can be broken down by the hydroxyl radical (OH) to form
organic peroxy radicals (RO,) which react easily with NO to form NO,, depleting
NO from equation (1.2) above and shifting the equilibrium in favour of O3 produc-
tion.

First, the OH hydroxyl radical reacts with an organic molecule — that then
reacts with molecular oxygen to form an organic peroxy radical RO,.

OH + RH—R + H,0
Then
RO, + NO — RO + NO,

(RO is an organic alkoxy radical)
NO, + hv —>NO + O
0O+0,+M—0;+M
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During the daytime, this reaction scheme is the source of NO, for NO, photolysis,
giving O; as the by-product. Figure 1.15 shows the results of a laboratory
experiment in which initial concentrations of 500 ppb of propene, 400 ppb of
NO and 100 ppb of NO, were irradiated in a chamber for 7 h. The propene and
NO concentrations declined steadily as they were consumed by the photo-
chemical reactions. The NO, concentration climbed to a peak after 90 min before
declining again. Ozone formation increased steadily during the period of the
experiment, reaching nearly 600 ppb by the end. There were also significant con-
centrations of two further secondary pollutants, formaldehyde (HCHO) and per-
oxyacyl nitrate (PAN), which are both toxic and irritant. Analysis in terms of
reaction rates and sources of OH has shown that around two days of strong sun-
shine would be sufficient to generate the elevations of around 60 ppb O; that are
experienced in regional photochemical pollution episodes.

At night, and in the winter in temperate latitudes, there are fewer UV photons,
so that NO can no longer be formed by photolysis, and continues to be used up by
reaction with Os. The concentrations of NO and Oj; therefore decline. The excess
NO, reacts with organic molecules, and through various intermediates, generates
nitric acid (HNOs3). These nitric acid molecules can be transferred to water droplets
and contribute significantly to the acidification of rain.

The requirement for UV photons and the short lifetime of O3 molecules in the at-
mosphere combine to create a characteristic diurnal cycle of ozone concentrations in
the lower troposphere. In Figure 1.16, a diurnal cycle of ozone production is shown
in Los Angeles air. The morning rush-hour is marked by an increase in the primary
emissions of NO and CO (and hydrocarbons, which are not shown). With increas-
ing solar radiation, the photochemical reactions accelerate. The NO, concentration
peaks in mid-morning, followed by ozone in the early afternoon. Hundreds of
organic species are present in the polluted atmosphere; each has a different rate
coefficient in the scheme above, and elaborate computer modelling is necessary

06

CONCENTRATION (ppm)
) o o o
N (% D w

o

60 120 180 240 300 360 420
ELAPSED TIME (min)

Figure 1.15 Laboratory reaction of NO, and propene to produce Oj.
Source: Winer, A. M. (1986) ‘Air pollution chemistry’, in: R. M. Harrison
and R. Perry (eds) Handbook of Air Pollution Analysis, Kluwer Academic
Publishers, Dordrecht, The Netherlands.
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Figure 1.16 Diurnal cycles of ozone production and precursor concentrations in Los

Angeles.
Source: Strauss, W. and Mainwaring, S. J. (1984) Air Pollution, Edward

Arnold, London, UK. Report, European Communities, Luxembourg.

to predict photooxidant formation. Detailed modelling of these photochemical
reactions, combined with single-site measurements of both precursors and prod-
ucts, is now enabling predictions to be made of the proportionate contribution of
individual hydrocarbons to overall ozone generation. In one case study covering
reactions of 34 different hydrocarbons, it was calculated that methane, butene,
carbon monoxide, ethylene and isoprene together accounted for over 50% of the
ozone production, and that 19 of the 34 modelled species had to be included to
account for 90%. The potential for ozone production by the different hydrocarbons
can be ranked in comparison to ethylene (taken as 100). For example, propene is
103, propane 42, octanes 53, benzene 19 and methanol 12. We are also able to
model the ozone production rate due to specific VOCs. In one example, a total rate
of ozone formation of 1.323 ppb h™! was calculated, with contributions of 0.249
from isobutene, 0.147 from ethylene and 0.116 from isoprene.

The ozone production sequence described in the first part of this section is
dominant in the highly polluted, strongly irradiated atmospheres that were char-
acteristic of the US in the 1950s and 1960s. Ozone can also be generated by more
complex cycles involving the oxidation of methane and/or carbon monoxide, in
the presence of nitrogen oxide catalysts.

For example
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The OH goes on to attack methane
CH,; + OH — CH; + H,0
which starts the cycle again. The CO may go on to produce O5 if NO, concen-
trations are high, or to deplete Oj if they are low.
For example:
HO, + O; — OH + 20,
OH + CO—H + CO,
H+0,+M—HO, +M
Net CO + O3 = CO, + O,
An example of a cyclical catalytic process for ozone production is
NO, + hv (A <400 nm) — NO + O
O0+0,+M—0;+M
OH + CO—H + CO,
H+0,+M—HO, +M
HO, + NO — OH + NO,
Net CO + 20, + hv — CO, + O;
Methane, which is present at average global background concentrations of 1700
ppb as against 20 ppb for Os, is involved in many complex oxidation reactions
which affect the overall balance of OH radicals and O3 molecules.
The first reaction step for methane is with the hydroxyl radical:
OH + CH4_)CH3 + H20
The resulting methyl radicals are then involved in further oxidation reactions.
One of the major advances in atmospheric chemistry in the last decade has
been realisation of the importance of the OH hydroxyl radical in many atmos-
pheric reactions that remove pollutants, despite its low concentration of a few ppt.
Hydroxyl radicals oxidise many of the trace constituents in a low-temperature

burning of atmospheric rubbish which dominates the daytime chemistry of the
troposphere.
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Production of OH is by reaction of water vapour with O('D), which is the oxy-
gen atom in the excited singlet state in which it is most reactive.

05 + hv — 0, + O('D)
oD)+M—0+M
0o('D) + H,0 — 20H

Because of the dependence of OH production on solar UV photons, it was origin-
ally thought that OH reactions would only be significant in the stratosphere where
the UV flux is strong. The creation of O('D) needs a photon of less than 320 nm
wavelength, but the flux of photons of less than 300 nm at the bottom of the
atmosphere is very small, so the window is tiny. In fact, it turned out that there is
sufficient OH generated in the troposphere (partly due to the larger mixing ratio
of water found there than in the stratosphere) for it to play a significant role in
oxidation of species such as CO and CHy. The lifetime of OH in the presence
of gases such as CO is only a few seconds, so the atmospheric concentration
is highly variable and dependent on local sources and sinks. The global mean OH
concentration has been estimated, from its reaction with the industrial solvent
methyl chloroform (CH;CCls), as ~1 X 10° molecules cm™3. The solvent is one
of the gases responsible for attrition of the ozone layer by delivering chlorine into
the stratosphere, and its main oxidation route is via OH. OH production rate was
perceived as a problem in the 1970s, because it was realised that insufficient O3
was diffusing from the stratosphere into the troposphere to supply OH produc-
tion, and that hence all OH would be immediately reacted with an excess of CO

Table 1.22 Tropospheric ozone budgets

TgOza™!
Sources
Chemical production (total) 30004600
Of which HO, + NO 70%
CH;0, + NO 20%
RO, + NO 10%
Transport from the stratosphere 400-1100
Total sources 3400-5700
Sinks
Chemical loss (total) 30004200
Of which O('D) + H,0 40%
HO, + O; 40%
OH + O3 10%
Other reactions 10%
Dry deposition 500-1500
Total sinks 3400-5700
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and CH, molecules, leaving these and other molecules such as HCFCs to accu-
mulate. In fact this is prevented by NO,, which not only allows the regeneration

of OH but also produces new O3 from which additional OH can be produced.
Overall, the global O; budget is currently estimated to be as in Table 1.22. It

should be noted that many of these values have been arrived at by complex 3-D
models of atmospheric photochemistry, and the resulting uncertainty is indicated
by the ranges of the values quoted.

1.8.2 Wintertime NO, episodes

In London, in December 1991 there was a serious air pollution episode involving
elevated concentrations of NO,. Although the prevailing meteorological condi-
tions restricted dispersion (as they had in the coal smog episodes in 1952 and
1962), the air pollution community was surprised by the concentration increase at
the time, because the winter conditions did not favour photochemical generation
of NO,. It was subsequently realised that the NO, was due to the direct
combination of NO with molecular oxygen:

NO + NO + 0, — 2NO,

This is a second-order reaction for which the rate increases as the square of the NO
concentration. Hence, although the NO, production rate is negligible at low NO
concentrations, it dominates at high NO concentrations. Figure 1.17 shows the
relationship between hourly mean NO, and NO, concentrations at a roadside site in
London for 12 months that included the December episode. The NO, concentration
can be seen ramping up when the NO, concentration rises above 200 ppb.
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Figure 1.17 Interdependence of NO, and NO, concentrations.
Source: Williams, M. L. (1999) ‘Patterns of Air pollution in developed
countries’, In: S. T. Holgate, J. M. Samet, H. S. Koren and R. L. Maynard (eds)
Air Pollution and Health, Academic Press, London, UK.
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1.8.3 Reduction of ozone concentrations

In principle, ozone concentrations can be reduced by controlling the concentra-
tions of the precursor hydrocarbons and NO;:

e Reduce NO/NO, emissions from power stations (with low NO, burners) and
vehicle exhausts (with catalysts).

e Reduce VOC emissions from vehicle exhausts (with catalysts), fuel systems,
solvent evaporation.

However, the detailed effects of any control measure depend on the balance
between the precursor gases. This topic has taken a high profile in the US, where
ozone concentrations have been an issue since the 1950s. Laboratory and mod-
elled experiments on irradiated gas mixtures confirm the general form given in
Figure 1.18 for the relationship between the VOC and NO, concentrations that
prevail in the morning rush hour and the peak ozone concentration that results in
the early afternoon.

In the top-left part of the diagram, known as the NO,-inhibition region, reduc-
tion of VOCs at constant NO, reduces peak O effectively. However, reduction of
NO, at constant VOC increases Os;. This interaction has been reported in
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Figure 1.18 Dependence of peak O3 concentration on the initial concentrations of
VOC and NO,,.
Source: Finlayson-Pitts, B. J. and Pitts Jnr, J. N. (1993) ‘Atmospheric
chemistry of tropospheric ozone formation: scientific and regulatory
implications’, | Air and Waste Management Assoc. 43: 1091-1100.
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measurements from Belgium, in which it was shown that weekend O; concentra-
tions were higher than weekday ones because vehicle NO, emissions were
reduced. In the centre part of the diagram, known as the knee region, reductions
in either VOCs or NO, reduce peak Os. In the lower right part, known as the
VOC-saturation region, O3 formation is insensitive to VOC concentration. The
critical parameter for evaluation of the effectiveness of precursor reductions is
therefore the VOC:NO, ratio, which is about 10:1 (i.e. 10 ppb carbon per 1 ppb
NO,) in the middle of the knee region.

As an airmass moves away from an urban area, photochemical reactions and
meteorological processes decrease the NO, concentration faster than that of VOC,
so that the VOC:NOj ratio increases and the chemistry tends towards the NO,-
limited case. NO, reduction is probably the most effective precursor control in
this situation. Application of these concepts to the European atmosphere gave
predictions that UK Oj concentrations would increase by 6 ppb if the NO, con-
centration was reduced by 60%, while the same level of NO, reduction in Norway
would reduce O3 by 1 ppb. Although these ideas look quite straightforward on the
ozone isopleth diagram, it is a quite different matter to derive sensible control
procedures, because of the complexity of the photochemical processes in an ur-
ban airmass. There is a further complication due to biogenic VOCs, which can
make up a significant proportion of the total. If, for example, the VOC:NO; ratio
falls in the knee region but the VOCs are mainly biogenic, then VOC reduction
alone may be insufficient to meet target air quality standards. In California, cur-
rent knowledge about the reactivity of different VOCs with OH to generate ozone
has been incorporated into new legislation on vehicle exhausts (Chapter 13).
Another factor which must be taken into account is the accumulation of pollutants
in special meteorological circumstances. Whereas the high NO concentrations
generated by urban vehicles should reduce O3 concentrations, some
Mediterranean cities such as Barcelona, Marseilles, Rome and Athens experience
their highest O; concentrations right in the city centre. This is due to the trapping
of coastal emissions in a recirculating land—sea breeze system. For example, in
Athens during the summer, a special synoptic situation favours northerly winds
(from the land to the sea). The weakening of these winds (Etesians) allows the
development of the land—sea-breeze circulation. The sea breeze stratifies the air
above the city, trapping pollutants near the ground. Furthermore, the pollutants
are advected out to sea and then back over the city in a daily cycle, with the con-
centration building up each time.

1.9 OTHER AIR POLLUTANTS

The pollutants described above are the gaseous toxic compounds that have
received the greatest attention and legislation this century. As with the composi-
tion of air discussed in Section 1.2, there are many other air pollutants that may
be important in particular situations.
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Fluorine is produced as gaseous HF by chemical processes such as fertiliser
production and steel manufacture. It accumulates in grass and causes the bone
disease fluorosis in herbivores.

Heavy metals such as arsenic, cadmium, chromium, manganese, mercury,
nickel and vanadium.

Formaldehyde is an irritant chemical released from, for example, urea
formaldehyde cavity wall insulation.

Polychlorinated dibenzo furans (PCDF) and Polychlorinated dibenzo dioxins
(PCDD) are complex molecules produced by high-temperature combustion
processes such as municipal waste incineration. They are carcinogenic, though
their true health effects are hard to evaluate owing to low concentration.

Polychlorinated biphenyls (PCB) are released during the production and dis-
posal of PCBs used for transformer insulation in the electrical industry. These are
also carcinogenic.

Asbestos covers a range of mineral fibres released from building thermal insu-
lation and brake linings. Inhalation of the fibres can result in potentially fatal lung
disorders.

Secondary cigarette smoke is probably responsible for several hundred deaths
per year in the UK.

More information is given on these substances later in this book. At least 3000
different chemicals have been identified in air samples. However, it can safely be
assumed that the number of chemicals actually in the Earth’s atmosphere is at
least equal to the number that has ever been produced on the Earth, plus addi-
tional ones formed by subsequent reactions.

1.10 EMISSION INVENTORIES

Before we can hope to understand the budgets of different materials in the
atmosphere, we have to be able to quantify the emission of each pollutant into the
atmosphere: this leads to a cascade of finer and finer spatial resolution, from
global totals through regional and national to local, with the finest resolutions
currently 1° latitude X 1° longitude for global maps, 50 X 50 km (EMEP),
20 km X 20 km for regional maps and 1 km X 1 km for local maps. The general
principle of emission inventories is to form the triple sum

333 N, Py Oy

where N, is the number of sources of type s in area a, Pg, is the production from
the sources of type s in time period 7 (e.g. tonnes steel/year), ®;  is an emission
factor for the species i from source s (e.g. kg SO,/tonne of steel).

There is a wide range of values of @ depending on the conditions. For example,
the emission factor for black smoke production during coal combustion ranges
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from 0.25 kg/tonne coal for a power station to 40 kg/tonne coal for an open
domestic fire. Furthermore, there is a great range of uncertainty in the values for
specific processes. For example, some industrial processes run continuously at a
nearly constant rate under tightly controlled conditions, and pollutant emissions
are measured and logged continuously. In this way, a substantial and reliable data
base is accumulated from which an emission factor can be calculated with some
confidence. At the other extreme, we may be trying to quantify particle emissions
from ploughing, where there will not only be great natural variability due to soil
type, windspeeds, soil moisture etc., but few measured results are also available.
Depending on the activity being considered, the emission factor may involve a
wide range of statistics, such as process output or sales volume in place of simple
consumption. Many processes are far from continuous, and become increasingly
intermittent as the time resolution is increased. For example, a power station might
operate at a similar average output from year to year. But from month to month,
there will be sharp variations in output due to factors such as seasonal load changes
and boiler servicing. Hence the concepts of emission factors and budgets are usu-
ally applied to time-scales of a year or more. Again, it must be emphasised that
there is no bank of coal consumption meters that can be read at will. Instead, an
exhaustive survey is done by a group of researchers who gather, collate and
analyse all the available information on a particular topic, such as sulphur emis-
sions. The published output from that research then becomes the ‘state of the art’
until it is updated in due course. Furthermore, the information about emissions of
a particular substance is improved retrospectively, so that, for example, the 1990
estimate of 1970 sulphur emissions might be different to (and hopefully better
than) the 1970 or 1980 estimates.

In the UK, the NAEI collates emissions of over 30 major pollutants. They
apply hundreds of different emission factors to fuel consumption and other
national statistics to calculate totals, disaggregated breakdowns, spatial distribu-
tions and temporal trends of pollutants. Estimates are made of emissions from
seven categories of stationary combustion source; mobile sources including road
vehicles, off-road vehicles, aircraft and others such as trains and shipping; seven
categories of industrial process; offshore oil and gas; construction; solvent use.

The UK Department for Environment, Food and Rural Affairs (DEFRA)
publishes an emission factor database, so that, for example, a local authority that
has compiled a list of processes and activities within its area that might generate
emissions can make a first estimate of the emissions and decide whether a more
detailed assessment is required. Urban inventories have also been compiled for ten
of the major urban areas in the UK. These give contributions from line, area and
point sources within 1 X 1 km squares, separated according to type of source.

The major inventory for Europe is organised by the European Environment
Agency under the project name CORINAIR. Eight pollutants (SO,, NO,,
NMVOC, CHy, N,O, CO,, CO and NHj3) are covered, emitted from 30 countries
by 250 activities within 11 main source categories. The time-lag involved in
collecting and collating this amount of statistical data is significant, and
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CORINAIR inventories are published 4-5 years after the year to which they
apply. A further series of global inventories, known as GEIA (Global Emissions
Inventory Activity) is being prepared within the framework of the International
Global Atmospheric Chemistry project. In the US, the Department of Energy and
Environmental Protection Agency compile similar inventories.
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Chapter 2

Airborne particles

Particles in the atmosphere may be either primary or secondary, solid or liquid.
They come into the atmosphere, and leave it again, by a wide variety of routes.
After looking at general aspects of particles such as definition of size and the
way they behave in the atmosphere, we will describe the sources of particles and
methods for controlling emissions. Particles less than 10 wm in diameter have very
low sedimentation speeds under gravity, and may remain in the air for days before
eventually being washed out by rain or impacted out onto vegetation or buildings.
They are an important environmental pollutant, being responsible for loss of
visual range, soiling of surfaces and health effects on people. Knowledge of their
concentrations, size distributions and chemical composition is therefore needed,
but for various reasons these are quite hard to obtain correctly. There is an
important historical difference in the way that gases and particles have been
treated as pollutants. Measurement methods for gases rapidly became specific to
the gas, so that concentrations of SO,, NO, etc. have been quantified. In contrast,
the predominant method for particle concentration measurement has been filtra-
tion, from which mass loading is identified regardless of chemical composition.

2.1 PARTICLE TERMINOLOGY

Many different terms are used to describe the origins and characteristics of par-
ticles. They tend to be used somewhat casually, and to have different meanings in
popular and scientific contexts. Here are some of them:

e Suspended particulate matter (SPM), and total suspended particles (TSP).
Both mean total airborne particles; often as measured by a high-volume sam-
pler without a size-selective inlet.

e Particulate matter (PM). Sometimes used in this form as an abreviation, but
more commonly as PM,, or PM, 5. PM, is the mass concentration of particu-
late matter (PM) due to particles that pass through a size-selective inlet
that has 50% efficiency at an aerodynamic diameter of 10 wm. PM, 5 is the
corresponding concentration for a cut diameter of 2.5 wm.
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e Fine particles. In general, those smaller than a few wm. Sometimes used syn-
onymously with PM, s.

e Ultrafine particles or Nanoparticles. Those smaller than about 0.2 wm, for
which the size is normally expressed in nm.

e Aerosol. Any solid or liquid particles suspended in the air.

e  Grit. The coarsest fraction of material usually formed by a mechanical
process such as crushing or grinding. Size range is sometimes defined.

e Dust. As for grit but smaller, typically greater than 1 pwm.

e Smoke. Particles formed by incomplete combustion, as a mixture of carbon
and condensed volatiles. Usually less than 1 pm.

e Black smoke. Suspended particulate as determined by the reflective stain
method. Size range not specified, but later measurements have shown no par-
ticles sampled above 10 wm aerodynamic diameter, and a 50% cut at about
4 wm, so the measurement would correspond to the respirable fraction.

e ACGIH and ISO conventions. The human breathing system has evolved to
filter out large particles at an early stage, and the proportion of particles
reaching the lungs depends strongly on particle size. The American
Conference of Government Industrial Hygienists (ACGIH) and the
International Standards Organisation (ISO) have defined particle fractions on
this basis. They are discussed in more detail in Chapter 10.

2.2 PARTICLE SIZE DISTRIBUTIONS

2.2.1 Relative sizes of particles and gas molecules

Figure 2.1 shows the relative scale of air molecules (typically 0.3 nm diameter), the
average separation between them (typically 3 nm, or 0.003 wm), and the average dis-
tance they move between collisions (a statistical value called the mean free path,
which is about 70 nm). Figure 2.2 shows the relative scale of air molecules (now
represented by dots), the space between them, and the edges of spherical particles
having diameters of 100 nm (0.1 pm, typical of the peak of the number concentra-
tion in vehicle exhaust), 500 nm (0.5 wm, typical of the accumulation mode), and 5
pm. Note that single molecules are always referred to as molecules, and that the
term particles does not normally include molecules unless they are in clusters.

In between single molecules and ‘particles’ we have an interesting no-man’s-
land. Below sizes of about 20 nm we lose the continuum that we take for granted,
the surface of the particle starts to become associated with the surface of individual
atoms and molecules, and most of the molecules that make up the particle are on its
surface. At 5 nm, the particle may contain only a few hundred molecules. Such
quasi-particles have extremely high Brownian diffusion velocities, and aggregate
extremely fast with other small particles. Hence their short lifetimes. The size
ranges of some other families of atmospheric particles are shown in Figure 2.3.
The finest metallurgical fumes are condensed volatiles that are so small that they

© 2002 Jeremy Colls



particle °
diameter R o mean
=100nm free
=0.1um o . path
° ., o & =70nm
d o ° N o o . o
° average ° °
° molecule o o o ° o o
- | spacing o
o =3nm ° ° o ° .
o D@ o o ° ° °
° ° | molecule ° o e °
° ° ° diameter o .
o 7 ¥ =03nm | ° o
° . o . ® ]

Figure 2.1 The scale of ‘air’ molecules relative to the separation between them and the
mean free path.

overlap with the molecular size range, although these are often quickly aggregated

into longer chains. Accumulation mode particles are mainly the secondary particles
generated in the atmosphere as the result of photochemical reactions between pri-
mary gases. These primary gases may themselves be anthropogenic (sulphur diox-

ide and ammonia, for example) or natural (conversion of low-volatility
hydrocarbons). Sea salt is the evaporated residue of innumerable droplets, injected

into the atmosphere whenever a wave breaks at sea. The salt particles remain in the
atmosphere until they eventually serve as the nuclei on which cloud droplets form.

If all the particles in a volume of gas are the same diameter, the size distri-
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Figure 2.3 Characteristic size ranges of particles from different sources, with molec-
ular sizes shown for comparison.
Source: Leygraf, C. and Graedel, T. (2000) Atmospheric Corrosion, ). Wiley
and Sons, New York.

they have been made artificially for calibrating sampling equipment; even
then they soon start to become polydisperse, due to collisions and agglome-
ration between the original particles. Atmospheric aerosol distributions are
always polydisperse. Imagine that we have ‘frozen’ a cubic metre of air in space
and time, and that we can move around within it to examine each particle in
turn. At the smallest scale would be the molecules of nitrogen, oxygen, water
vapour and argon, all rather less than 0.001 wm (1 nm) in diameter, that make
up about 99.999% of the total 1.3 kg mass in that cubic metre. Then there
would be a lower concentration of larger molecules such as organics, blending
into a rapidly-increasing concentration of particles not much larger than the
molecules — around 0.01 wm (10 nm) in diameter — formed by the condensation
of volatilised material — for examples, iron vapour released during steel
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Figure 2.4 The trimodal size distribution, showing general relationships between the
three common size ranges and the particle sources.
Source: Harrison, R. M. (1999) ‘Measurements of concentrations of air pollut-
ants’, In: S. T. Holgate, J. M. Samet, H. S. Koren and R. L. Maynard (eds) Air
Pollution and Health, Academic Press, London.

manufacture or volcanic eruptions, or VOCs from trees. These are clusters of
molecules, and mark the start of the nucleation range, which extends from
molecular diameters up to about 0.1 wm (Figure 2.4).

These very tiny particles have high thermal energies and coagulate rapidly
with others, so that this size range has a high number density and short residence
time. The main bulk of atmospheric aerosol mass lies between 0.1 and a few
pm. There are many different types: aggregated chains of smaller particles, salt
crystals (from the evaporation of ocean spray) that will go on to become conden-
sation nuclei for cloud droplets, fly ash from power station chimneys, black
carbon from inefficient fuel combustion, photochemical ammonium salts. This is
the so-called accumulation diameter mode, where particle concentrations tend to
increase because deposition is inefficient. Finally, there will be a smaller number
of larger particles (bigger than a few pwm) which will be lost soon after we
unfreeze our sample because they will impact easily or sediment fast. They might
include some giant sea-salt particles, mineral dust eroded from bare soil surfaces,
volcanic emissions or biological material such as spores, pollen or bacteria. These
three mechanisms — nucleation, accumulation and mechanical production — generate
the classical trimodal size distribution.
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2.2.2 Specification of size

Now imagine that we are going to measure each particle in the cubic metre, and
build up a size distribution. In some cases, we will be able to catch the particles
on a filter, put the filter under an optical or electron microscope, and compare the
observed dimensions with a graticule or scale calibrated in pum or nm. Even if this
is possible, the particle is unlikely to be spherical, and we will have to decide on
a convention, such as the average of the smallest and largest dimensions. In the
great majority of cases, direct measurement will not be possible, and we will have
to use some other property of the particle to characterise its size in terms of an
equivalent diameter. The two most common such properties are the equivalent
aerodynamic diameter and the equivalent light scattering diameter. The aerody-
namic diameter is the diameter of a spherical particle of density 1000 kg m~3 (the
same as water) which is equivalent in following airflow streamlines. The light-
scattering diameter is the diameter of a spherical particle of specified refractive
index which scatters the equivalent amount of light. These definitions work rea-
sonably well for some particles that are ‘almost’ spherical, but very poorly for
others such as asbestos fibres that are very long and thin, or flat crystalline
platelets. A further complication is that it is often not in fact the distribution of
number with diameter that is needed. For light scattering effects, we need to know
the distribution of surface area with diameter, while for inhalation studies we
need the distribution of mass with diameter. This is where life really gets com-
plicated! Particles may have very different densities and shapes (from a density
of about 7000 kg m~3 for a long-chain iron aggregate, down to a density of 800
kg m~3 for spherical organic condensates) so it may not be meaningful to aver-
age any properties over the size distribution as a whole.

2.2.3 Presentation of size distributions

Figure 2.5 gives a stylised example of one common way of presenting size
distributions in graphical form. The vertical axis is scaled in dN/dlog D, dA/dlog
D or dVidlog D, and the horizontal axis in log D. The range of sizes from a given
sample is expressed as the normalised number distribution — the number of
particles per unit size interval. Note that there has to be an interval — if we only
give a single value of diameter, there will be a vanishingly small number of par-
ticles that have exactly that diameter. Hence the concentration is always ex-
pressed as pg m—3 wm™! or equivalent. Both the number concentration and the
size scales are logarithmic because of the wide ranges of the values involved —
there are hundreds or thousands of particles per cm? in polluted tropospheric air,
compared with around ten in the stratosphere. The number distribution — which
we obtain simply by counting the number of particles within each diameter range
as described above — is the left-most peak in Figure 2.5, showing that the number
population peaks at 0.01 wm. Since a 10 wm particle has 10° times the surface
area of a 0.01 pm particle, and 10° times the volume, the area and volume
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Figure 2.5 A simple distribution of particle number with diameter, and its transformation
into surface and volume (or mass) distributions.

dependencies can give very different significance to different diameters. These
curves, for the same number distribution, are also shown on Figure 2.5. Note that
0.2 pwm particles now dominate the area distribution, and for the volume distribu-
tion there is an additional peak at 8§ pm that was not even visible on the number
distribution because it is due to a very small number of these larger particles. This
has implications for particle sampling, because if we really want to know the rate
of inhalation of particle mass (for health effects studies, for example), then we
must be sure to sample this tiny proportion with sufficient accuracy.

The size distributions discussed in Section 2.2.1 were in the differential form,
for which the concentration refers to the actual concentration at that size or within
that size range. An alternative widely-used presentation is the cumulative distri-
bution. All the concentration values are accumulated, starting at the smallest
particles, so that the concentration refers to particles larger than a given diameter,
rather than at that diameter. In this formulation, it is easy to calculate, for exam-
ple, the mass loading of particles smaller than 2.5 pm.

Even nominally monodisperse populations, such as are found for latex cali-
bration aerosols, will always have a range of diameters smaller and larger than the
mean. These very tight distributions can often be represented by normal, or
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Gaussian, distributions, characterised by an arithmetic mean diameter d,,q,, and

a standard deviation o, such that
0.5

3 nid; 2ni(dmean — di)2
dmean = E—I’l and o = W

where n; is the number of particles of diameter d;, usually approximated by the
number in a size class with mean diameter d;. This curve is symmetrical about the
mean diameter. However, ambient particle distributions usually have a long tail
out to larger sizes (Figure 2.6(a)), which can often be approximated by the log-
normal distribution, in which it is the logs of the diameters that are normally dis-
tributed, rather than the diameters themselves (Figure 2.6(b)).

In that case we have
0.5
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where dy, is the geometric mean diameter.
The actual distribution is then given by
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Figure 2.6 Differential and cumulative size distributions.
Source: Lippmann, M. (2000) ‘Introduction and background’, In: M. Lippmann
(ed) Environmental Toxicants, Wiley, New York.
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Log-normal distributions have the convenient feature that if they are plotted in the
cumulative form on log-probability axes (Figure 2.6(c)), they are transformed
into straight lines from which o, can be estimated:

_dgaiz  dy

Ooeo =
geo
dso diss7

where d,, is the diameter exceeded by n% of the sample.

2.2.4 General features of real size distributions

Real atmospheric particle size distributions are the outcome of many competing
processes — condensation, sedimentation, evaporation, agglomeration, impaction,
gas-to-particle conversion. We can therefore expect the distributions to be very
variable, and background aerosol has a wide range of characteristics, depending
on the history of the airmass. There are often only two modes in the mass distri-
bution. The nucleation mode will still be present in these distributions, but since
they are given by mass not number, the peak is often not significant. The coarse
mode corresponds to particles larger than about 2-3 wm in diameter, and the
accumulation mode to those between 0.1 and 2.5 pm.

The coarse mode is composed mainly of primary particles generated by
mechanical processes such as crushing and grinding, or by entrainment of soil
particles from fields or roads. Sedimentation velocities are significant at these
larger diameters, so settling occurs with a time constant of a few hours within the
atmospheric boundary layer unless strong winds stir the air effectively. The
accumulation mode particles, in contrast, are mainly from gas-to-particle con-
version and agglomeration of ultrafine particles. Deposition velocities are low
and residence times long. The ultrafine range (d, < 0.1 um) may stem from local
combustion sources or photochemical homogeneous nucleation. The flux through
the population is rapid, and mainly due to Brownian diffusion towards, and
attachment to, larger particles in the accumulation mode. The timescale for this
process would range from a few minutes to a few hours, depending on the
diameter of the ultrafine particles and the concentration of the accumulation
particles.

In situations for which a single log-normal distribution cannot represent the
real data, several log-normal distributions may be combined (Figure 2.7). The dis-
tributions shown here were used to model biomass aerosol in a calculation of ra-
diative forcing. Three log-normal distributions, with mode radii of 0.08, 0.33 and
0.96 wm respectively, and standard deviations of around 1.4, were used. As dis-
cussed in Section 2.2.3, the number distribution (top graph) is dominated by the
smallest mode, and the volume (or mass) distribution by the largest.

With increasing sophistication of imaging techniques combined with chemical
analysis, we are now getting a better idea about what all these particles actually
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Figure 2.7 Combination of three log-normal distributions.
Source: Grant, K. E., Chuang, C. C,, Grossman, A. S. and Penner, J. E.
(1999) ‘Modeling the spectral optical properties of ammonium sulfate and
biomass burning aerosols: parameterization of relative humidity effects and
model results’, Atmospheric Environment 33: 2603-2620.

look like. Figure 2.8 shows images of various particle types collected in a sam-
pling campaign on the North Sea coast of Germany.

2.3 AEROSOL MECHANICS

Particles are emitted into the air, or may form in the air. They spend some time in the
air before being deposited from the air either naturally or artificially. In this section
we shall look at some of the fundamental principles that control how particles behave
under various conditions. Particles are deposited to surfaces by three main
mechanisms: sedimentation, Brownian diffusion and impaction/interception. Each
of the three processes operates most effectively in a different particle size range.
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Figure 2.8 Scanning electron microscope images of particles: (A) Irregularly shaped sea-salt
particle; (B) sea-salt particle with typical cubic morphology (), irregularly-
shaped sea-salt particle (2), and alumosilicate particle (3); (C) aged sea-salt
particle; (D) biological particle (1), Si-rich fly ash particle (2), and various soot
particle(diameter of primary particles below 100nm); (E) soot agglomerate(l)
with alumosilicate particles (2, 4), and carbonaceous material (3); (F) alumosili-
cate particle (clay material); (G) two alumosilicate fly ash particles; (H) agglom-
eration of iron oxide spheres; (1) calcium sulphate (presumably gypsum) particle
(1), spherical iron oxide particle (2), and titanium oxide particle (3); (J) typical
soot agglomerate; (K) biological particle(l) and sea-salt (2); (I) agglomerate of
carbonaceous material (I, 2), alumosilicates (3), Si-rich fly ash (4), and calcium
sulphate (5, 6).

Source: Ebert, M., Weinbruch, S., Hoffmann, P. and Ortner, H. M. (2000)
‘Chemical characterization of North Sea aerosol particles’, | Aerosol Science
31(5): 613-632.
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2.3.1 Drag force

If a particle is moving through the air, or the air is moving past a particle, then a
viscous drag force acts on the particle. Provided that the flow past the particle is
smooth (laminar) and not turbulent, then this drag force Fp is given by

Fp = 37'57]Vd

where 7 is the gas viscosity. For air at tropospheric temperatures and pressures,
m is around 1.8 X 107> Pa s, V is the relative speed between the gas and the
particle, d is the particle diameter. We can determine whether the flow is smooth
by calculating the Reynolds number Re =p,Vd/n, where p, is the gas density.
Flow starts to become turbulent for Re > 1.
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Table 2.1 Properties of airborne particles”

Diameter/  Slip Terminal Relaxation ~ Mobility Diffusion Coagulation
pm correction  speed time 7ls B/m coefficient  coefficient
Cc Veerm/m s~ N-Is™! D/m?s™! Kim3 s

0.001 224 6.75E-9 6.89E-10  1.32E+15  5.32E-6 3.11E-16
0.0l 23 6.92E-8 7.05E-9 I.35E+13  545E-08  9.48E-16
0.1 3 8.82E-7 8.99E-8 I.72E+11  6.94E-10  7.17E-16
1.0 1.2 3.48E-5 3.54E-6 6.77E+09  2.74E-11 3.35E-16
10.0 1.02 3.06E-3 3.12E-4 595E+08 24IE-12  3.00E-16
100.0 1.002 2.49E-1 3.07E-2 5.87E+07  2.37E-13  2.98E-16
Note

* At 20 °C and | atm, for particle density 1000 kg m~3 (e.g. water).

The drag equation assumes that the particle is large compared to the spaces
between the molecules in the gas. This latter distance, known as the mean free
path A, is about 0.07 wm for standard atmospheric temperature and pressure. As
particle diameter decreases, there becomes an increased probability that the par-
ticle will move a distance without experiencing a collision, effectively slipping
through the gaps between the molecules. Then we must add the Cunningham slip
correction factor Cc where

2.52\
CC = 1 +

for
d>0.1 pm

and

d
Cc=1+ [2.34 + 1.05 exp <_0'39T> } otherwise.

Table 2.1 shows that this slip correction is worth 2% for a 10 wm particle and
20% for a 1 pm particle, so it is an important factor in the design of cascade
impactors that typically have several stages operating within that size range.

2.3.2 Sedimentation

Every particle in the Earth’s gravitational field experiences a force due to gravity
towards the centre of mass of the Earth. If, for example, a stationary particle is
released into the atmosphere, the gravitational force will accelerate it downwards.
As its speed increases, the drag force described in Section 2.3.1 will increase. The
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gravitational force acts downward, but the drag force acts upward. The net force,
which is the difference between the two, therefore decreases as the particle
accelerates. Since the gravitational force remains constant, a speed will eventually
be reached at which the two forces are equal and opposite and no more acceler-
ation can take place. This is called the terminal or sedimentation speed. Particles
that fall out of the air under the action of gravity do so at their terminal speed.

nd3
Foray = Mg = Ppart . g (for a spherical particle).

When Fy,g = Fgray, We have

nd?
3CC7m7VtermD part — Ppart ? 8-
Hence
d%C,
Vierm = ﬁ}%’ which is Stokes’ Law.
n

Values of Vi, are given in Table 2.1. The other columns in Table 2.1 refer to
particle properties that are discussed in Section 2.3.

Figure 2.9 shows the dependence of this terminal speed on particle radius, not
only for the particles discussed above (» < 30 wm), but also for larger particles
such as cloud droplets and raindrops. The curve is linear up to a particle diameter
of 50 pm and a Reynolds number (the ratio of inertial to viscous forces) of 1 —
this is the region in which Stokes’ law is valid. For larger particles, the curve starts
to depart from linear as Stokes’ law starts to fail. Large raindrops become non-
spherical due to the gravitational and fluid forces acting on them, and depart a
little from this curve (dashed line). If the particle is non-spherical and of density
different to water, a Stokes diameter can be assigned to it which is the diameter
of a sphere having the same density and sedimentation velocity.

2.3.3 Brownian diffusion

All the particles discussed here are very much larger than atmospheric mole-
cules such as nitrogen and oxygen, and are continually bombarded all over
their surfaces by such molecules. For very small particles, two effects become
important. First, the rate of collisions with molecules becomes small enough
that there is a reasonable probability of the collisions from one direction not
being instantaneously balanced by collisions from the opposite direction.
Second, the particle mass becomes small enough that the resultant momentum
of these colliding molecules can exert a significant impulse in the unbalanced
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Figure 2.9 The variation of terminal speed with radius for spherical particles with density
I g cm™! falling in air.
Source: Monteith, . L. and Unsworth, M. H. (1990) Principles of Environmental
Physics, Edward Arnold, London.

Table 2.2 Ratio of Brownian and gravitational displacements in Is

Particle diameter/pm Displacement ratio
0.01 4800

0.1 42

1.0 0.21

10 7x1074
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direction. The resultant erratic motion of the particle gives it a mean square
displacement

X2 =2Dt
where D is the Brownian diffusion coefficient for the particle (m? s~!) given by

kT
omur

where k is Boltzmann’s constant, T is the absolute temperature and u is the
dynamic viscosity of air. Furthermore, the effective value of w itself falls when
the particle diameter is significantly less than the mean free path of the air mole-
cules (about 70 nm at sea-level temperature and pressure). As a result, D o ™!
when r >> 70 nm, and D « r~2 for r << 70 nm.

Hence although the individual steps in Brownian displacement involve an erratic
random walk, the statistical average is a well-behaved function of time and particle
radius. We can see from Table 2.2 that Brownian motion is really important compared
to gravity for particles of 0.01 wm or even 0.1 pwm, but trivial for 10 wm particles.

This aspect of particle behaviour is also significant when particles have to be
sampled through pipes before measurement. Even if the designer takes meticu-
lous care to avoid impaction of large particles by bends and fittings, small parti-
cles will diffuse to the walls of the pipes and distort the size distribution.

2.3.4 Coagulation

When there is relative movement of particles within a cluster by Brownian or tur-
bulent diffusion, there will be collisions between particles and this will some-
times result in their combination to form a single new larger particle. This process
is called coagulation. The new particle may be spherical if the original particles
were liquid, as with sulphuric acid aerosol, but it is more likely to be an untidy
asymmetric clump of discrete parts, held together by electrostatic and molecular
forces. As we would expect, coagulation is fastest for smaller particles, and the
denser the particle cloud, the more collisions and coagulation there will be.

The basic rate equation is

N

- —K 2
dt oN
where
4kTC,
Ky = 4ndyD = <
3n
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Table 2.3 Concentration halving times and diameter doubling times for various initial
concentrations. Kg=5 X 1076 m3 s™!

Initial concentration No/cm ™3 Time to reach 0.5 Ny  Time for particle diameter to double

104 20 ps 140 s
10'2 2ms 14 ms
10'0 0.2s 1.4s
108 20s 140s
108 33 min 4h

0% 55h 16 days
102 231 days 4 years

and N is the number concentration of particles. For air at ambient temperatures,
KO=3 X 1071C.,m3s 1.

For a monodisperse particle cloud with initial concentration N, the number con-
centration decreases with time according to

No
Nt =——F
1 + NoKyt
The particle diameter increases correspondingly, although at a slower rate
because it takes eight original particles to produce one new particle of double the
diameter (Table 2.3).

d(t) = do(l + NoKQt)lB

2.3.5 The influence of shape and density

All the values given in Section 2.3.2 refer to spherical particles having the same
density as water (1000 kg m™3). Although a significant proportion of particles in
the atmosphere have these characteristics, many do not, and this will affect their
behaviour in the air.

2.3.5.1 Shape

Any non-spherical particle can be given an equivalent diameter d,q,, which is
simply the diameter of a sphere that has the same volume and density as the par-
ticle. It can then be assigned a dynamic shape factor F (Table 2.4), which corrects
for the influence of shape on viscous drag.

Fp = F - 31nVdey,
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Table 2.4 Dynamic shape factors

Shape Dynamic shape Ratio of length to diameter
factor, F
Sphere 1.00
Cube 1.08 2 5 10
Cylinder
Axis vertical 1.01 1.06 1.20
Axis horizontal .14 1.34 1.58
Cluster of three spheres I.15
Dusts 1.05-1.88
so that

v _ pEart dzg CC
term —
18nF

2.3.5.2 Aerodynamic diameter

The aerodynamic diameter d, is an equivalent diameter which is used to compare
the dynamic properties of particles of different shapes and/or densities. It is the
diameter of the spherical particle of density 1000 kg m ™3 that has the same ter-
minal speed as the particle in question.

ie.

If the particle is spherical, and neglecting slip, then

_ Ppart
d="\ 1080.dpa“

For example, a spherical particle of density 4000 kg m~3 and diameter 2 pm
would have an aerodynamic diameter of 4 pm.

For a non-spherical particle of actual diameter dp,, density ppa, dynamic
shape factor F, Cunningham slip factor Cp, and flow Reynolds number Reqy,
the aerodynamic diameter is calculated as:

_ ppartcpartRewater
da - dpart
pwatercwaterRepartF
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2.3.6 Relaxation time

When a particle experiences a change in the forces acting on it, it does not
instantaneously switch to the new equilibrium condition, but approaches it
exponentially, because the force causing the acceleration gradually decreases to
zero as the equilibrium is approached. In general, the speed V(7) at any time ¢ is
given by

—t

V() = Viinat — (Vina — Vinitia)e

where Vi, and Vi are the final and initial speeds, respectively, and 7 is the
time constant of the process, also called the relaxation time. 7 can be thought of
as the characteristic timescale on which the particle adjusts to the new conditions,
and is given by

— pgartd zgaﬂ CC
187

Note on units and dimensions

It is worth checking that an expression like the one above really does give a time
in units that everyone can understand. The symbols on the righthand side of the
equation have the following units

Ppart density — kg m™3

Apart diameter — m

Ce dimensionless factor

~1

m  viscosity —-Nsm™2=kgm™'s

If we combine these we get

k -3 m2
igmfl)ﬂ which yields seconds after cancellation.
gm s

For the situation described above, when a particle is accelerating from rest to its
terminal speed under gravity, we have

—t

=L
V() = Vterm - (Vterm - 0)6 T o= Vterm<1 - e )
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Table 2.5 Times for particles to reach 95% of their terminal velocity

Particle diameter/p.m Time to achieve 0.95 V.m/ms
0.0l 0.00002

0.1 0.00027

1.0 0.011

10.0 0.94

100.0 92

At t = 17, the particle will have achieved 1—(1/e) = 0.63 of V,e;m, and at r = 37,
V(£) = 0.95 V,;m- Hence after a time of any more than 37 has elapsed, the parti-
cle will effectively have reached its terminal speed. This happens extremely
quickly for all the particles that we shall be dealing with in this book, as shown
in Table 2.5. Even a 100 wm particle achieves its terminal speed in less than
100 ms.

2.3.7 Stopping distance

Whereas the relaxation time can be thought of as the characteristic timescale over
which changes in particle motion occur, the stopping distance S corresponds to
the characteristic length scale over which the particle decelerates to rest after it
has been projected into still air at an initial speed V|, (Table 2.6). It is related to
relaxation time very simply:

S:VOT

As with relaxation time, the concept can be useful to gain a qualitative feel for a
particle’s behaviour under different conditions. For example, the smallest scale
of atmospheric turbulence is around 10 mm. Since most airborne particles are
<10 pm, and the stopping distance for 10 wm particles is only a few mm, they
will normally follow the flow fluctuations very closely.

Table 2.6 Stopping distances for spherical particles

Particle diameter/pm Stopping distance (mm) from Time to travel 0.95 of stopping
an initial speed Vo= 10 m s™! distancels

0.01 7.0 X 1075 20x 1078

0.1 9.0 X 1074 27X 1077

1.0 0.035 I.I X 1075

10.0 23 85X 1074

100.0 127 0.065
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2.3.8 Impaction and interception

When air blows round an obstacle, the streamlines curve (Figure 2.10). The tra-
jectory of each particle is then determined by the balance between inertial forces
(which tend to keep the particle on a straight line path), pressure gradient forces
(which tend to keep it following the stream lines) and viscous forces (which act
to slow down movements across the stream lines). The smallest particles have
negligible inertia, and will follow the streamlines as well as the gas molecules

Figure 2.10 Streamlines of air flowing round a cylinder and a bend, showing how particles
are deposited from streamlines onto the surface.
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themselves do. The larger a particle is, the more its inertia will tend to take it
across the streamlines to be deposited on the object. This is called impaction, and
is shown happening to the particle on the upper streamline of Figure 2.10. The
same phenomenon applies when particles are deviated by bends in pipes — in the
respiratory system, for example — as is shown in the lower diagram of Figure
2.10. For any given combination of obstruction, particle population and airspeed
we can expect some of the particles to impact and some to flow round. Hence we
can define the efficiency of impaction, c,, by

number of collisions on the obstacle

- no. of particles that would have passed through
the space occupied by the obstacle if it hadn't been there

Hence for a cylinder of length L and diameter D, oriented normal to an airflow of
speed U and particle concentration C

C = no. of collisions
P ULDC

The probability of a particle impacting onto an obstruction is indicated by the
ratio of its stopping distance to the radius R of the obstruction. This special para-
meter is called the Stokes number. The curves marked A and B on Figure 2.11

1.0~

1l 1 L1l

10 100

Stk

Figure 2.11 Variation of collection efficiency with Stokes’ number.
Source: Monteith, J. L. and Unsworth, M. H. (1990) Principles of
Environmental Physics, Edward Arnold, London.
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show the theoretical variation of impaction efficiency with Stokes No. (Stk) for
Re > 100 and Re = 10 respectively.

The dashed curve C is from experimental results with droplets, while the indi-
vidual points are from measurements with spores. One visible example of these
relationships is the collection of snow flakes on different parts of trees. The air
flow round trunks and large branches has low curvature, so that snowflake accel-
erations are small and they remain on the streamlines — deposition to the tree is
small. For small branches and twigs, however, the local curvature is high, accel-
erations are large and deposition to the tree much greater.

We can gain a semi-quantitative feel for the likelihood that impaction will occur
from the Stokes number of the particle/obstacle combination. For example, a 1 pm
particle in a 2 ms™! wind has a stopping distance of 25 wm. Hence impaction will
only occur on obstacles smaller than about 80 wm across. If the main obstacle is
a leaf, the particle will avoid it. However, some leaves are covered in thin hairs,
and the particle can be impacted on these. As the windspeed increases, particles
may tend to bounce off even after they have been impacted.

Interception is a special case of impaction which applies when a particle
remains on its streamline, but nevertheless collides with the obstruction
because it passes so close that physical contact is unavoidable. Interception
efficiency increases with r/R, and this relationship has been used very effect-
ively to sample small fog droplets with very fine threads such as spiders’ webs,
for which R <<r.

100 100
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= Jon
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§ S
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Figure 2.12 Variation of deposition velocity and residence time with particle diameter.
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In natural situations, all of the deposition processes can operate simultan-
eously; the importance of each one is determined by the relationship of factors
such as particle size, object size and windspeed. Figure 2.12 shows schematically
the variation of particle deposition velocity and residence time with diameter. For
particles less than about 0.01 wm, Brownian diffusion is dominant. For particles
larger than about 1 wm, sedimentation becomes important. In the range 0.01-1
pm, neither of those processes is important, and experimental results confirm that
deposition is slow. This is just the size range of pollutant aerosol such as ammo-
nium sulphate and ammonium nitrate, and accounts for the long residence times
that allow them to build up significant haze until washed out by rainfall. The
concentration of particles in the atmosphere at any place and time is the net result
of production and deposition; as discussed in Section 2.2, these processes often
lead to a tri-modal size distribution.

2.3.9 Stokes number and impactors

The Stokes number Stk is also useful when considering the effect of a jet, for
example, on particles passing through it. Stk is simply the ratio of the particle
stopping distance S (at the jet throat speed, in this case) to the characteristic
diameter of the jet.

Stk = S/d, = tUy/d.

100

Penetration

% \

1.0 10.0 100

Particle diameter/um

Figure 2.13 ldeal variation of collection efficiency with particle diameter.
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All combinations of jet diameter, air speed and particle acrodynamic diameter
can then be summarised by one graph of collection efficiency against Stk.

An ideal impactor would have the step-function variation of collection
efficiency shown by the solid line in Figure 2.13. For values of Stk less than some
critical value, all particles would follow the streamlines through the impactor
without being collected. For greater Stk values, all particles would be collected.
Life is never this neat, and in practice there is always a smoothing of the step
function as indicated by the dashed line, so that some ‘undersized’ particles get
collected and some ‘oversize’ ones get through. It turns out that for round jets,
this critical value of Stk is 0.5. At this value of Stk, 50% of the particles are col-
lected and 50% go through, so it is called Stks,. The particle diameter correspon-
ding to this value of Stk is called dsy, and is the ‘cut diameter’ of the jet under
those conditions. Note that the cut diameter is only fixed if the density, pressure
and flow rate of the air are fixed, and will have to be recalculated if there are
changes in these parameters.

TU _ pparldlzaart UCC
djel/ 2 9 ndjel

Stk =

At the cut diameter, Stk = Stksy and d,.= dso
then

12 [ IndiStksy |2
dsoCe = _J—p U
par

or, since the volume flow rate Q through the jet = 1'cdj2et u/4

doC? = <9nnd3]et Stk >1/2
e 4PpartQ

2.3.10 Thermophoresis

When particles are in a temperature gradient in a gas, there will be more
energetic collisions from gas molecules on the high temperature side of the
particle than there are from molecules on the low temperature side. The result is
a net force acting on the particle in the direction in which temperature is falling.
For most natural particles in naturally-occurring temperature gradients, the
effect is insignificant. In some situations, however, it can be very important.
When particles are being formed in vehicle exhaust gases, high temperature
gradients exist between the hot gas and the cool walls. The particles are also very
small — typically a few nm. Thermophoretic deposition may then be a significant
factor.
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2.3.11 Erosion and resuspension

The blowing wind moves soil and other surface deposits around and can lift them
into the atmosphere and transport them great distances. The process is known as
deflation and can contribute to:

sandstorms, desert and dune formation

erosion of agricultural soils

geomorphology of wind-blown deposits such as loess
atmospheric particle burden

loss of visibility

ocean sediments

‘red rain’ events.

Three stages are involved — suspension from the surface into the air, transport and
deposition.

If the particle happens to protude above the general ground level, then it will
be subject to a drag force from the wind, and can be lifted off if the instant-
aneous shear stress is greater than the gravitational force. If the particle is too
small (<100 pm) then it remains within the viscous sub-layer where the flow is
aerodynamically smooth. Also, adhesive forces start to add significantly to the
gravitational forces.

It may not be obvious how a wind flowing parallel to the surface can
generate a lifting force. One common mechanism is saltation (from the Latin
for jump or leap). Once particles such as sand grains have been set in motion,
they strike other grains on the surface. Sometimes they will bounce up into the
air flow after such a collision. The particles’ relaxation time is comparable to
the time they take to return to the surface at their sedimentation speed, so that
they accelerate to the windspeed at that height (which might be several m s™!
only a few cm above the surface). This gives them momentum for the next
collision, and so on. Theory and experiment show that the rate of saltation
depends on the cube of the windspeed. Saltating grains will usually be in the
50-300 pm diameter range, moving amongst larger grains, which either remain
stationary or roll along, and amongst smaller ones. When the smaller ones are
ejected by the saltating grains, they become airborne and leave the area, possi-
bly to form loess soils or red rain or ocean sediment thousands of km down-
wind. In addition, the sand blasting effect of the windborne grains on larger
rocks can create a new supply of smaller grains for removal. Although the salta-
tion process is most easily visualised for a dry sand region such as a desert or
beach, it will contribute to soil erosion for all soils, depending on the fetch
upwind, the size distribution of the soil particles, the moisture content and the
extent of vegetation.
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2.4 PARTICLE SOURCES

2.4.1 Wind erosion

Much of the primary natural aerosol is generated from the erosion of soil by the
wind. The processes described in Section 2.3.11 can generate highly episodic
erosion fluxes, concentrated into short periods when strong winds over bare soil
follow extended dry periods. It will be seen from Figure 2.9 that typical
sedimentation speeds are about 0.3 cm s™! for a 10 wm particle and 30 cm s™!
for a 100 pwm particle (the size of the smallest drizzle droplets). Typical updraft
speeds in stormy conditions can be metres s~ !, so that particles can remain
suspended for significant periods and travel long distances before deposition.
The principal sources are in the northern hemisphere, where the Saudi Arabian
peninsular, the US south west, the Gobi and the Sahara are the major contribu-
tors to a total entrainment of 1500 Mt each year. This process is going on all over
the world all the time, but is not noticed until revealed by a particular event.
About 100 Mt of dust is blown off the Sahara each year, and a significant
proportion of the rain events in southern Europe involve ‘red rain’. General
wind-entrained soil particles tend to fall into two distinct size ranges. The
coarser fraction is mainly quartz grains of 10-200 pm which tend to sediment
out close to the source, while clay particles are in the range <10 wm and can get
transported further. Airborne measurements in a plume from the Sahara have
shown that the mass median diameter was over 50 wm close to the source, and
that this fell steadily with distance until it was only 2-3 pm after 5000 km.
These particles will tend to be the most common crustal oxides of iron, alu-
minium, silicon and titanium. The chemical composition can be significant — it
has been estimated that the 1.4 Mt of calcium contained in the 24 Mt of dust
eroded from European soils each year would be sufficient to neutralise 10% of
the annual SO, emission. The flux can be huge — measurements have shown
source strengths of up to 10~ cm? of particles per cm? of soil per second, equiv-
alent to around 1 mm day~!. On a larger scale and longer term, a belt of loess
(wind-blown deposits from adjacent areas) up to a hundred metres deep runs
from France to China.

2.4.2 Sea salt

Another major natural source of airborne particles is the evaporation of droplets
of sea water. Every time that a wave breaks or a bubble bursts in the world’s
oceans, many droplets are flung into the air. For those that remain suspended, the
water will evaporate away and leave a salt crystal. Table 2.7 shows that around 3
billion tonnes of sea salt particles are generated in this way each year. The mass
median diameter of these salt particles near the sea surface is around 8 pm. Their
chemical composition closely tracks that of the dissolved species in the surface
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seawater, i.e. 55% C1~, 31% Na*, 7.7% SO3~, 3.7% Mg?*, 1.2% Ca>* and 1.1%
K *. These ions exist mainly as the salts NaCl, KCI, CaSO, and Na,SO,.

2.4.3 Other natural sources

Further primary natural sources include volcanoes, forest fires, spores and pollen.
Natural processes also operate to convert gases into particles. The conversion may
be physical — for example, the condensation of terpenes and pinenes in forested
areas, or chemical — the production of sulphuric acid aerosol from sulphur diox-
ide, dimethylsulphide (CH3SCHj3) and hydrogen sulphide. Even in the strato-
sphere, sulphuric acid aerosol is formed via the photodissociation of carbonyl
sulphide (COS) into CO and S.

2.4.4 Anthropogenic sources

Human sources of particles are also legion. All activities such as combustion,
melting, grinding, crushing, ploughing or spraying produce particles; a variable
proportion of these will be fine enough to remain suspended in the air, depending
on the initial size distribution. Human biomass burning has made up 95% of all
biomass combustion over the most recent several decades, and generates a vari-
able mixture of soot, sulphates, nitrates and hydrocarbons. Small diesel engines

Table 2.7 Global particle production

Source Production rate/ 10éta~!
Natural
Primary
Sea salt 3000
Mineral dust 1500
Volcanic dust 300
Forest fires 100
Total natural primary 4900
Secondary
Sulphates 40
Nitrates 30
Hydrocarbons 20
Total natural secondary 90
Total Natural 5000
Anthropogenic
Primary 200
Secondary 300
Total man-made 500
Grand Total 5500
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(cars and vans) emit around 5 g particles per litre of fuel, while this figure rises
to around 12 g for heavier duty vehicles. In contrast, petrol-engined vehicles
without catalysts emit only around 0.5 g. The effects of these emissions, of
course, depend also on the size distribution. Secondary human sources include
sulphate and nitrate particles converted from the primary gas emissions, and
organics from VOC emissions.

Hence of the total 5.5 X 10°t produced, 90% is of natural origin.
Nevertheless, anthropogenic particles have had a profound effect on the
atmosphere, both because their production is concentrated in urban and heavily
inhabited areas, and because they are mostly formed as small secondary particles
with long atmospheric residence times.

In the UK, the balance between different source types is as given in Table 2.8.
Road transport is the largest single contributor, closely followed by production
processes. However, the total from stationary combustion (both for electricity
generation and other applications such as space heating) made up 48% of the
total. Although coal is thought of as a larger source of particle emissions than
oil, the two have similar proportions overall due to the high total contribution
from motor vehicles.

Details for other individual processes are available from the UK Environment
Agency, which compile a Chemical Release Inventory (now relaunched as the
Pollution Inventory) for major processes that come within Part A of the
Environmental Protection Act (1990). The inventory includes estimates of total
particulate matter (not PM,g), the ten largest of which are shown in Table 2.9 for
1998, when the total of such emissions was 19 800 tonnes. These figures do not
include some thousands of much smaller Part B processes which are controlled
by Local Authorities.

The particle form that has received the most attention from the public and
legislators is black smoke — the ‘soot’ associated with incomplete combustion of
fossil fuels. Figure 2.14 graphs the decline in black smoke emissions in the UK
between 1970 and 1999. The dominant source had been domestic coal combus-
tion, which decreased steadily as gas-fired central heating replaced the domes-
tic hearth and smoke-control regions were established in urban areas. In 1989
the new smoke source — diesel road vehicles — equalled domestic emissions in
magnitude for the first time, and is now the main source of black smoke,
although that is in decline.

2.5 REDUCTION OF PRIMARY PARTICLE EMISSIONS

There are many competing techniques for control of particle emissions. They all
have one common principle — the application of a force to cause the deposition of
particles to a receiving surface. The techniques can be classified into sedimenta-
tion, filtration, centrifugation, washing and electrostatic precipitation. Each of
these methods is worth a book in itself, and only the barest details will be given

© 2002 Jeremy Colls



Table 2.8 PM,, emissions from UK sources, 1970-1998 ht year™'

BY UNJ/ECE category 1970 1980 1990 1998 1998
(%)

Combustion in energy production 88 84 76 31 19
Public power 67 76 70 23 14
Petroleum refining plants 5 5 3 4 2
Other comb. &Trans. 16 3 3 4 3

Combustion in Comm/Inst/Res 237 109 56 31 19
Residential Plant 216 98 48 26 16
Comm/Pub/Agri Comb. 21 Il 8 5 3

Combustion in Industry 74 31 25 17 10
Iron and steel combustion 8 2 | | 0
Other Ind. Comb. 66 29 24 16 10

Production processes 42 34 44 38 23
Processes in industry 12 10 I I 6
Quarrying 22 21 29 23 14
Construction 8 3 4 4 2

Road transport 46 56 67 40 25
Combustion 44 53 63 35 22
Brake and tyre wear 2 3 4 5 3

Other transport and machinery 6 5 5 4 3

Waste I 3 2 | I

Land use change | | | 0 0

Fuel type
Solid 350 189 128 52 32
Petroleum 86 79 79 47 29
Gas 4 6 9 12 7
Non-fuel 54 48 60 52 32

Total 495 322 276 163 100

Table 2.9 UK particle emissions from different processes

Process Particle emission/tonnes a~'
Acids 8473
Cement and lime 4456
Incineration 2031
Petroleum processing 1614
Ceramics 723
Carbonisation 626
Mineral fibres 536
Organic chemicals 511
Inorganic chemicals 347
Fertiliser 132
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Figure 2.14 UK black smoke emissions by type 1970-1999.

here. All particle collectors have a collection efficiency E(D,), for particles of
diameter Dy, given by

concentration of particles of diameter Dj, in the exhaust gas
EWDp) =1 —

concentration of particles of diameter Dy, in the inlet gas

The term in square brackets is also known as the particle penetration. For most
collectors, the efficiency decreases as the diameter decreases. Hence the parti-
cle diameter for which the efficiency is 0.5, called the cut diameter, is often
used to parameterise and compare collector efficiencies. Any collector will
also have an overall efficiency E for a given inlet particle diameter distribution,
but if the process that is producing the particles changes then the diameter dis-
tribution and overall efficiency may change too. Schematic diagrams of the
different types of collector, except for settling chambers, are given in Figure
2.15. These collecting devices are discussed in more detail in the following
sections.

2.5.1 Sedimentation

The gas is passed horizontally through a large-volume chamber, so that the
average speed is low and the residence time long. Particles which are
large enough (typically >20 pwm) to sediment under gravity fall directly into
hoppers.

© 2002 Jeremy Colls



Clean gas to

outlet
a) b)
Clean
B Tangential flow of gas —
. containing particulates “Mechanism for
shaking bags
2 Fabric
Al Al h U 1A bag
— BT
containing
particulates
Particles Particles
to waste to waste
Clean
: Clean
c) / d) > O
= =_e____ Mist g
eliminator
Power T~ g':g::;%e
- | supply
T ST S aeia ] — Sprayer
Collector
/N " electrode
"\Gas distributor A Gas
Gas _" " plate “inreerrren conlalning
containing particulates

particulates \ 1 ‘/ = l

Water "
. Particles
:Zmrﬁ;::}:tgs to waste

Figure 2.15 Schematic diagrams of different particle collectors. a) Cyclone, b) filter,
c) spray tower, d) precipitator.
Source: van Loon, G. W. and Duffy, S. J. (2000) Environmental Chemistry — A
Global Perspective, Oxford University Press, Oxford.

DL
EDy) =1 - exp[—%;)—]

where u; (D,) is the terminal speed of particles of diameter D, in still air, u is the
horizontal gas speed through the settling chamber, L, H are the length and depth
of the chamber respectively.
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For laminar flow, the terminal speed is given by

. — Pe8DECc
' 181

where p, is the particle density, g the acceleration due to gravity, and w the
dynamic viscosity of the gas.
Hence

LD?
Ec(Dp) =1- exp _ 8Pt
18 uuH

2.5.2 Centrifugation

For particles less than 20 wm diameter, gravitational force is not strong enough to
deposit them within a practical time. The force can be multiplied by passing the air
through a cyclone; a spiral path within a cone generates centripetal force and moves
the particles to the wall of the cone, where they slide down to the vertex. The
cleaned air leaves the cyclone from the central core to the cone (Figure 2.15(a)).
Cyclones are cheap, reliable and straightforward gas-cleaning devices with a wide
range of applications. They are not only used for air pollution control, but for
process control (e.g. capture and return of entrained fluidised-bed materials), as pre-
cleaners for other air pollution control equipment, and as separators for liquid droplets
after a wet scrubber or similar. High-efficiency cyclones offer an efficiency of over
90% for aerodynamic diameters of larger than 2 wm. The simplest theoretical
model, which assumes that the flow within the cyclone is everywhere laminar, gives

uw >
Dsy = |~
2N pp Vg

where
W = width of entry duct, N, = effective number of turns of gas on spiral path,
V, = gas velocity at entry.

More sophisticated models allow for turbulent flow within the cyclone and the
finite depth of the boundary layer at the walls. Although cyclones could in
principle be used for removing particles less than 2 pm, the high velocities
required to generate the centripetal forces increase the pressure drop across the
cyclone, which in turn increases the energy used and operating cost.

2.5.3 Filtration

Fabric filters — known as baghouses in the USA — work just like domestic vac-
uum cleaners. The particle-laden air is drawn through a permeable cloth, and the
tortuous path of the particles through the fibres (Figure 2.16) results in their
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deposition. The collection mechanisms for filters include sieving, impaction,
interception and diffusion.

As a layer of particles builds up, the collected particles themselves act as the
deposition sites for new particles. The accumulating layer also increases the pres-
sure drop required to draw the air through, which reduces the gas flow rate. In the
most basic systems, such as those used in heating ventilation and air-conditioning
(HVAC), the used filter is disposed of and a new one fitted. On industrial systems
(Figure 2.15(b)), the flow is stopped intermittently and the layer of particles
shaken or blown off into hoppers. The three main media types that are used for
industrial gas cleaning are needle-punched felt, woven synthetic or cotton, and
filter paper. Fabric filters offer the highest efficiency for collection of small par-
ticles, and the efficiency increases as diameter decreases. Efficiencies of 99.9%
at 0.1 pm are commonly reported.

2.5.4 Washing

Water droplets can be used to collect particles. The droplets are sprayed into
the gas stream so that there are high relative speeds between the particles and
the droplets and the impaction efficiency is high. The droplets themselves are

Figure 2.16 The surface of a fibrous filter.
Source: JIT Stenhouse (1998) ‘Fibrous filtration’, In: I. Colbeck (ed) Physical
and Chemical Properties of Aerosols, Blackie, London.
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relatively large (e.g. number distribution mode at 50 wm), and therefore easy
to collect. The smaller the particles, the smaller the droplets and the higher the
relative speeds required. In the most common design, the dirty gas, containing
water droplets and particles, flows through a contraction or venturi (Figure
2.15(c)). As the gas flow accelerates, the particles go with it due to their small
inertia, but the larger droplets lag behind. Hence the particles collide with the
droplets. As with other processes based on impaction, the particle collection
efficiency decreases with particle diameter. Downstream of the venturi, the gas
and particles slow down faster than the droplets, so the collision process con-
tinues. A cyclone separator will usually follow immediately after the venturi.
Wet scrubbing is typically used to collect sticky emissions not suitable for dry
systems, to recover water-soluble dusts and powders, or to collect both parti-
cles and gases simultaneously. The pressure drop through the system, which is
an important parameter in the calculation of operating costs, can be derived
from formulas. No such simple relationships exist for collection efficiency
owing to the wide variety of droplet dispersion designs in use. A collection
efficiency of 0.99 can be achieved for 1 wm particles through a pressure drop
of 20 kPa.

2.5.5 Electrostatic precipitation

The electrostatic precipitator (ESP) is widely used for collecting emissions from
certain process industries — notably coal-fired power plants, cement kilns, pulp
and paper mills, steel mills and incinerators. The ESP casing (Figure 2.15(d)) has
large cross-sectional area to slow the gas down (0.9-1.7 m s~ 1), establish laminar
flow and give a long residence time. Within the casing, the gas flows between ver-
tical parallel plates which are the positive electrodes. Sandwiched in alternate lay-
ers between the plates are vertical frames carrying wires, the negative electrodes,
which are maintained at 20-100 kV. Uniform distribution of velocities over the
cross section is important, since collection efficiency depends on residence time.
During its passage between the plates, the corona discharge between the elec-
trodes imparts net negative charges to the particles, which then migrate to the pos-
itive plates under the influence of the electrostatic field. When a layer of particles
has accumulated on the plates, it is knocked off (rapped) into collecting hoppers.
The detailed theory of operation is very complex, involving the corona current,
attachment of ions to particles of different diameters and electrical properties, and
movement of the charged particles at their terminal speeds to the collecting plate.
These processes can be summarised in the Deutsch equation, by which

E=1 — exp (—w, SCA)

where w, = effective migration speed for the particle population (i.e. the mean
terminal speed). This varies from 0.01 to 0.2 m s~! depending on the material
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and the conditions. w, is not a measurable speed, but a factor used to para-
meterise an ensemble of particle properties, such as diameter distribution and
resistivity, appropriate to a process such as steel-making. SCA = specific
collection area (plate area per unit volume flow rate). This is typically in the
range 20200 s m™ .

There are several persistent problems with achieving high collection efficien-
cies. Dusts with high electrical resistivity (>2 X 10'! ohm-cm) are slow to take
on a charge as they pass through the ESP. The ESP therefore has to be longer.
Such particles are also slow to discharge when they reach the positive electrode
plates, so they adhere under electrostatic forces, and build up an insulating layer
on the plates which generates back corona, and reduces current flow. Dusts with
resistivity < 10% ohm-cm, on the other hand, are not held onto the plates and can
be easily reentrained into the gas stream. Resistivity can vary greatly with oper-
ating conditions such as temperature so stable process control is a major factor in
attaining consistent collection efficiency. Physical design constraints mean that
some particles can pass through the precipitator without being charged. The rap-
ping process itself ejects particles back into the gas flow, and if this occurs near
the discharge then there is little chance to recapture the particles. Efficiencies of
commercial large-scale precipitators tend to be a minimum of about 0.95 at
around 0.5 pm, and to increase for both larger and smaller particles.

2.5.6 Comparison of efficiencies

To some extent, the overall particle collection efficiencies of any of these control
devices can be increased to whatever level is required. Nevertheless, the different
methods have certain common characteristics — bag houses offer high collection
efficiencies but need high pressure drops, electrostatic precipitators have large
volumes, cyclones have reasonably low pressure drops but cannot deliver high
efficiencies for submicrometre particles. These characteristic collection efficien-
cies are illustrated in Figure 2.17.

Figure 2.18 emphasises in a different way that each of the particle collection
devices has a ‘natural’ size range within which it works with the best combination
of installation and operational costs.

2.6 SECONDARY PARTICLES

The same summertime photochemical conditions that can generate ozone in the
troposphere from pollutant precursors (Chapter 1) can also generate particles.
Chemical analysis of collected material has shown that the principle species

found are:

e ammonium sulphate

e ammonium bisulphate
e ammonium nitrate

e ammonium chloride
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Figure 2.17 Collection efficiencies of different control devices. a) Baffled settling
chamber, b) simple cyclone, c) high efficiency cyclone, d) electrostatic
precipitator, e) spray tower, f) venturi scrubber, g) fabric filter.

Source: Peirce, J. )., Weiner, R. F. and Vesilind, P. A. (1998) Environmental
Pollution and Control, Butterworth-Heinemann, Boston, USA.
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Figure 2.18 Optimum particle size ranges of different collecting devices.
Source: van Loon, G. W. and Duffy, S. J. (2000) Environmental Chemistry — A
Global Perspective, Oxford University Press, Oxford.
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e  sulphuric acid
e  sodium nitrate
e eclemental carbon.

The main source of secondary particles is the atmospheric oxidation of SO, by
the hydroxy radical to form sulphur trioxide (SO3). The latter reacts with water
vapour to form sulphuric acid (H,SO,) vapour, which in turn nucleates to form a
sulphuric acid mist. As with gas-phase photochemistry, the OH radical is recycled
and small concentrations can exert a powerful influence.

The other major player in secondary particle formation is ammonia (NHj).
This alkaline gas is released at low concentrations over large land areas from
animal wastes that have been spread on fields, or from animal urine which
contains urea, or from nitrogenous fertilisers such as ammonium nitrate
(NH4NO3) or urea itself (CO(NH,),). Urea hydrolyses to generate carbon
dioxide and ammonia.

CO(NH,), + H,0 — CO, + 2NHj;

The ammonia is readily taken up on the surfaces of both sulphuric acid droplets
and of acidified particles, where it forms ammonium sulphate or ammonium
bisulphate. The formation of particles from vapour naturally generates
extremely small particles (well below 1 wm), and does so rather fast because of
their high surface area to volume ratio. These small particles coagulate
rapidly to move into the accumulation size mode, with sizes that give them long
residence times in the atmosphere and high efficiency at scattering light and
reducing visibility.

The ammonium nitrate and ammonium chloride particles are generated by cor-
responding reactions between gaseous ammonia and nitric acid vapour or hydro-
gen chloride, respectively. Long-term records of suspended particulate show that
European sulphate concentrations rose slowly but steadily from the 1950s,
peaked in the late 1970s and have since declined. This pattern reflects the
improved control of SO, emissions over the same period. Particulate nitrate, on
the other hand, has continued to increase, although concentrations are expected to
fall again as vehicle NO, emissions decline. On a larger scale, measurements
from the EMEP network have shown a gradient of particulate sulphate concen-
tration from peak values in south-east Europe of around 3 pg S m~3, through
about 1.5 wg Sm™3 down to around 0.5 wg S m™3 in Scotland. This sulphate
probably contributes about 6 g m™3 to the background PM,, concentration in
both rural and urban areas of southern Britain, and about one-third of that in the
north. The corresponding values for nitrate PM;, would be about two-thirds of
these figures. Hence, in industrial countries that also have intensive animal
husbandry and/or crop production, a characteristic haze of fine particles is
produced. The long range ‘import’ of secondary particles can also make it hard to
achieve standards for PM;, concentration.
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Figure 2.19 UK PM,q emissions 1970—1996.
Source: Air Pollution Expert Group (1999) Source Apportionment of Airborne
Particulate Matter in the United Kingdom, Department of the Environment, London.
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Figure 2.20 UK PMy | emissions, 1970—1996.
Source: Air Pollution Expert Group (1999) Source Apportionment of Airborne Par-
ticulate Matter in the United Kingdom, Department of the Environment, London.
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Figure 2.21 Contributions of different sectors to UK particle emissions.
Source: Air Pollution Expert Group (1999) Source Apportionment of Airborne
Particulate Matter in the United Kingdom, Department of the Environment,
London.

two examples of estimated trends in UK particle emissions over the period
1970-1996.

The PM;, graph confirms the fairly steady reduction in total emissions over
that period, due largely to control of small combustion sources. On the other
hand, the finest fraction represented by PM,; emissions has been much more
resistant to control, only falling significantly with the introduction of mandatory
catalytic converters and lead-free petrol in 1993. There are considerable
differences in the per capita emissions from different countries, with the EU
figure typically 5-10 kg per head, and former Eastern bloc countries typically
10-30 kg per head. Note, however, that the PM,; emissions are an order of
magnitude less than those of PM;,. The differences between sectors are more
clearly demonstrated in Figure 2.21, where the proportional contributions of
different sources are compared between the start and end years.
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Chapter 3

Mobile sources

Pollution from motor vehicles has become an issue simply because of the steady
increase both in the number of vehicles in use and the distance travelled by each
vehicle each year. Since the 1960s, the number of motor vehicles in the world has
been growing faster than its population. In 1950 there were 50 million cars for
3.5 billion people. There are now 600 m cars for 6 billion people, with a global
production of 45 million cars per year. By 2020 there will be a billion cars. The
net growth rate for all motor vehicles is now around 5%, compared to a population
growth rate of 1-2% (Figure 3.1).

The population is set to stabilise at 9-10 billion between 2030 and 2050, but the
vehicle fleet will continue to grow. Vehicle production in India is increasing at
15-25% per year (depending on category) and the vehicle population of Beijing is

Growth, index 1950 = 100
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1,000
Urban population
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Figure 3.1 Relative growth of vehicles and global population, 1950-2020.
Source: Fenger, J. (1999) ‘Urban air quality’, Atmospheric Environment 33:
4877-4900.
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predicted to increase from 2.3 million in 2000 to 4.3 million in 2010. During the past
50 years, mobile sources have taken over from static combustion of fossil fuel as the
major threat to air quality. There are four main polluting emissions from motor
vehicles: carbon monoxide (CO), NO,, hydrocarbons (HC) and particles. In this
Chapter we will discuss the sources and control of motor vehicle emissions as a
group, because the pollutants are emitted together. It must also be borne in mind that
the emissions from the vehicles themselves are not the end of the story. Any full
estimation of emission potential should be made on a life-cycle basis — including the
emissions that are created before and after use by processes such as mining and pro-
cessing the steel, making the plastics, spraying the paint, making and distributing the
fuel, and disposing of the vehicle at the end of its useful life. For petrol vehicles, for
example, fuel production might account for up to 70% of the total lifetime HC emis-
sions, whereas fuel use will make up a similar proportion of lifetime CO, emissions.

Although most attention has been paid to vehicular emissions because of their
impact on the urban environment, there are substantial emissions from other types
of transport. In general they have less impact on people, and people are less aware
of them, than for vehicle emissions simply because they occur in more remote
locations. Nevertheless they make a significant contribution to some aspects of
chemical budgets in the atmosphere. Emissions from planes, boats and trains will
be discussed after those from motor vehicles.

3.1 MOTOR VEHICLE EMISSIONS

In the UK we now drive 540 billion km per year in 26 million motor vehicles, and
this figure is expected to increase to 653 billion km by 2010. As a consequence,
the use of motor vehicles now generates more air pollution than any other single
human activity. It is the fastest-growing source of CO,, and in urban areas accounts
for the bulk of emissions of CO, HC and NO,. Both people and vehicles are
concentrated in urban areas, where the emission densities per unit area are the
highest and the dispersion conditions the worst. Vehicles are now recognised as
having the major environmental impact on our towns and cities. Table 3.1 shows
the contribution of road transport to urban pollution in selected cities of the world.

The contrast between urban and national pollutant emissions is highlighted in
Table 3.2, in which the proportional emissions from different source categories
are detailed for London and for the UK as a whole. Thus road transport contributed
33% of CO, in London, but only 19% in the country as a whole. The differences
are largely due to the absence from London of power stations and coal burning,
and the presence of intense concentrations of motor vehicles.

3.1.1 Combustion of fuel

Most of the world’s vehicles use internal combustion engines, burning petrol or
diesel or gas hydrocarbon fuels for their energy supply. If a pure hydrocarbon fuel
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Table 3.1 Relative contribution of road transport to pollution in different cities

City Population No of Relative contribution of road transport
(1990) vehicles  Vehicles/I00  to urban pollution in the year given/%
millions  millions population SO, CO NO, TSP HC Year

Bangkok 7.16 1.760 25 - 99 30 - - 1990

Beijing 9.74 0.308 3 - - - -

Bombay  11.13 0.588 5 35 8 52 - - 1990

Buenos 11.58 1.000 9 38 99 48 69 98 1989

Aires

Cairo 9.08 0.939 10 8 99 29 - - 1990

Calcutta  11.83 0.500 4 5 48 60 2 - 1990

Delhi 8.62 1.660 19 5 8 83 5 - 1990

Jakarta 9.42 1.380 15 26 99 73 - - 1989

Karachi 7.67 0.650 9 4 31 36 7 - 1989

London 10.57 2700 26 I 95 75 7% - 1988

Los 10.47 8.000 76 60 9 70 89 - 1987

Angeles

Manila 8.40 0.510 6 23 97 9l 82 - 1990

Mexico 19.37 2.500 13 22 97 76 2 52 1989

City

Moscow 9.39 0.665 7 I 80 20 [ 1990

New York 15.65 1.780 I - - - - -

Rio de .12 - - - 98 92 31 - 1978

Janeiro

Sao 18.42 4000 22 73 94 82 31 70 1988

Paulo

Seoul 11.33 2660 23 12 56 78 30 17 199

Shanghai  13.30 0.147 I - - - - -

Tokyo 20.52 4400 21 - - - - 67 1985

Table 3.2 Pollutant emissions in London compared to national averages

Category Percentage of total emissions in category (London (1991)/National (1990))
CO, SO, Black smoke CcoO NO, VOC

Road 33/19 22/2 96/46 99/90 76/51 97/41

transport

Other 3/1 12 2/1 1/0 417 I/1

transport

Electricity 2/34 0/72 0/6 0/1 1/28 0/1

generation

Other 13/26 43/19 /13 0/4 5/9 1/52

industry

Domestic 30/14 1/3 0/33 0/4 6/2 12

Other 6/19 32/2 2/1 0/1 8/3 0/3
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was burned under ideal conditions, then the simple reaction taking place would
be similar to:

C.H, + <x + %)02 —xCO, + %HZO

so that carbon dioxide and water would be the only combustion products. For
example, pure octane (CgH;g) would react as follows

CgHyg + 12.50, — 8CO, + 9H,0

Also, the masses of the reactants and products are related exactly by their molar
masses. Hence the masses of CO, and H,O are specified by the mass of fuel
burned. For example, the mass of carbon in the fuel is given by

12

Cl=[CH,] X ————
[C1=1 Y (12x + 1y)

because the molar masses of carbon and hydrogen are 12 and 1 respectively. This
mass of carbon would combine with the corresponding mass of oxygen (molar
mass = 32) as follows:

32
[C] + <[C] X E)Oz = [CO,]

Taking octane as an example again, a molecule with a mass of 114 combines with
12.5 molecules of oxygen having a mass of 400, a ratio of 3.5:1 by mass. Since
oxygen makes up about 23% of air by mass, this represents around 15:1 of air to
fuel. This proportion is known as the stoichiometric ratio; although it varies
depending on the proportions of different hydrocarbons, a global value of 14.7:1
is accepted for the general mixtures used in petrol and diesel engines.

In practice, this perfect combustion never occurs. First, the oxygen does not
come alone, but mixed with nitrogen and a variety of other components of the
atmosphere. Second, the fuel is not a single pure hydrocarbon, nor even a blend
of pure hydrocarbons, but a rather impure mixture of hydrocarbons and other
compounds that contain sulphur, nitrogen, lead and other minor constituents.
Third, perfect combustion implies perfect mixing — i.e. the availability of the
correct ratios of reacting molecules in the same place at the same time — and
internal combustion engines cannot achieve this. As a result of these factors, some
atmospheric and fuel nitrogen is oxidised to NO,, some fuel is imperfectly
combusted to form new HC or CO or carbon particles instead of CO,, some fuel
is not combusted at all and is emitted as VOC, and the minor contaminants are
emitted in various forms.
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A carbon balance can still be made, providing that all the carbon-containing
components are included:

[Fuel] = (12 + r)) X {[COZ] n [CO] n [HC] + a[PM]}

44 28 (12 + ry) 12

where square brackets indicate masses.

ri and r, are the hydrogen to carbon ratios of the fuel and HC emissions,
respectively. These may be taken as equal to a first approximation, though they
vary between fuel types, being typically 1.8 for petrol and 2.0 for diesel.

« is the proportion of carbon in the PM emissions. It will usually be accept-
able to assume that a = 1, because PM makes up such a small proportion of total
carbon emissions. The typical PM emission for a diesel is only a small fraction of
1% of its CO, emission factor.

No such mass balance can be made with certainty for the other components. A
variable proportion of the nitrogen in the air will be oxidised, depending on exact
combustion conditions such as peak temperature reached during the combustion
cycle. It is usually assumed that all the sulphur in the fuel will be emitted,
although some may be as SO, and some adsorbed to carbon particles. It is also
presumed that 75% of the lead in the fuel will be emitted, with the remainder
being retained in the exhaust system, engine parts and lubricating oil.

3.1.1.1 Petrol engines

The majority of petrol or spark-ignition engines operate on a four-stroke cycle of
suck (draw in petrol and air mixture), squeeze (compress the mixture), bang
(ignite the mixture with a spark) and blow (exhaust the waste gases). Petrol is a
complex and variable mixture of many different hydrocarbons ranging from C; to
Css. A typical composition is shown in Table 3.3.

Table 3.3 Typical petrol composition

Component Percent by volume
n-hexane 315
n-octane 21.2
2-methylpentane 10.5
methylcyclopentane 7.2
toluene 6.0
m-xylene 52
benzene 44
styrene 39
ethylbenzene 3.5
3-ethylpentane 34
o-xylene 22
n-nonane 1.0
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In addition to four-stroke petrol engines, there are two-stroke engines, which
are widely used for engines up to 0.5 1 capacity and are more efficient because
they fire every cycle rather than on alternate cycles. However, there are two
disadvantages for air quality. First, the air—fuel mixture is introduced to the
cylinder on the same piston movement that exhaust gases are discharged, so that
unburned hydrocarbons can be lost. Second, the engine is often lubricated by
means of oil mixed with the petrol, which leads to a serious emissions problem,
often characterised by visible blue smoke from the exhaust. Two-stroke engines
on motorcycles and small three-wheeler vehicles such as Tuk-Tuks have
become very popular in developing countries, especially India, Indonesia and
Malaysia where 60—70% of the vehicles on the roads are two or three wheelers.
Measurements in Bangkok have shown that total suspended particle emissions
from two-stroke motor-cycles are similar to those from heavy goods vehicles
and buses. Emissions from motorcycles, lawnmowers, chainsaws, strimmers,
jetskis, outboards and other small petrol-engined devices are becoming propor-
tionally more significant as their number increases and emissions from large
vehicles decrease.

3.1.1.2 Diesel engines

Diesel engines also operate on a four-stroke cycle in which the fuel is injected
into the compressed air. The air—fuel mixture is leaner (more air per unit fuel), the
compression ratio is higher (typically 15:1 instead of 9:1) and the ignition is
spontaneous due to the high temperature achieved by the compression. Although
diesel engines are more efficient than petrol ones, they are both still enormously
wasteful. Of the initial energy content of the fuel, only about 30% is converted
into useful mechanical energy, with about 35% each going into heating the
exhaust gases and the cooling water. A further 5% is spent on flexing the tyres
and on friction in the drive train, leaving just 25% for propelling the vehicle.

3.1.2 Combustion emissions

For both petrol and diesel engines, complete and incomplete combustion of the
fuel generates a complex mixture of gaseous and particulate pollutants, many of
which are harmful to human health.

3.1.2.1 Emission concentrations

The order-of-magnitude emission concentrations generated by the above
processes in the exhaust gases of a non-catalysed petrol engine and a diesel
engine are indicated in Table 3.4. The concentrations are very sensitive to the
engine operating mode. With the emission concentrations being some 10*-10°
times typical ambient backgrounds, and released only a few tens of centimetres
above ground level, excellent dispersion is essential.
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Table 3.4 Exhaust gas emission concentrations

Fuel and pollutant Emissions (ppm by volume in the exhaust)

Idling Accelerating Cruising Decelerating

Petrol

CcO 69 000 29000 27 000 39000
HC 5300 | 600 1 000 10 000
NO, 30 1 020 650 20
Diesel

cO trace | 000 trace trace
HC 400 200 100 300
NO, 60 350 240 30

3.1.3 Specific pollutants

3.1.3.1 NO,

Petrol is a low-N fuel, so there is little fuel NO. Thermal NO is created in high
temperature regions via the Zeldovitch mechanism discussed in Chapter 1. The
ratio of NO to NO, is typically >0.95 for petrol engines, >0.8 for diesel.

3.1.3.2 CO

Imperfect combustion in fuel-rich regions of the combustion chamber means that
some carbon is only partially oxidised to CO. The emitted concentration may be
several percent. As shown in Table 3.2, motor vehicles emit about 90% of total
CO in the UK.

3.1.3.3 Combustion HC

Hydrocarbon emissions arise both as unaltered components of the original fuel
and through partial oxidation of the fuel molecules. Benzene, for example, may
arise via both routes. The main families of molecules are alkynes, alkenes,
alkanes and aromatics. Alkanes contain single hydrogen—carbon bonds and are
referred to as saturated. Alkenes contain both single and double bonds, and alkynes,
single, double and triple bonds. Molecules containing double or triple bonds are
referred to as unsaturated. Several hundred different hydrocarbons have been
distinguished, with detailed proportions depending on combustion conditions.
Diesel engines emit HCs of higher molecular weight (typically Cg to Cyg) than do
petrol engines (typically Cs to C;,). There are also non-hydrocarbon VOC emis-
sions, which are also referred to as oxygenates. The two largest HC groups are
ketones and aldehydes (including formaldehyde HCHO, acrolein CH,CHCHO
and acetaldehyde CH;CHO). The oxygenates are a small proportion of total VOC
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for conventionally-fuelled engines, but the proportion is larger if the fuel is
methanol or natural gas. All these VOCs are ozone precursors to varying degrees,
and a small number are toxic in their own right (benzene, toluene, xylene and
1,3-butadiene in particular).

Reasons for the HC emissions are complex, but have been grouped into the
following categories:

Imperfect combustion

Wall cooling — the thin boundary ‘quench’ layer in close proximity to the water-
cooled combustion chamber wall fails to reach optimum combustion temperature.
Crevice trapping — dead spaces in parts of the combustion chamber where the
flame front does not penetrate, such as between the sides of the piston and
the cylinder wall, or the threads of the spark plugs. Any porous deposits on the
combustion chamber walls can have a similar effect by protecting the absorbed
mixture from getting burned.

Poor mixing — any region of the mixture which is oxygen-deficient. This situation
is most likely to occur under transient engine operating conditions.

Leakage

Piston blow-by — leakage of air—fuel mixture past the piston rings and into the sump.
Oil seep — leakage of lubricating oil in the reverse direction.

3.1.3.4 Benzene

Although there are some industrial sources of benzene, two-thirds of atmospheric
benzene in the UK is derived from road vehicles, either in the exhausts or by
evaporation (see Section 3.1.3.5). In large urban areas, this may rise to over 90%.
Furthermore, 90% of the exhaust emissions, and almost all the evaporative
emissions, are from petrol engines.

The rural benzene concentration is around 0.5 ppb, while the normal range of
urban concentrations is 2—10 ppb. This means that the range of daily benzene
intake varies by at least a factor of ten, from a few tens to a few hundreds of pg.
At the low end of this range the atmospheric intake would be dominated by that
from food, while at the high end it would exceed that due to food, and be similar
to that due to smoking 20 cigarettes per day.

3.1.3.5 Evaporation HC

In addition to the combustion HC which are emitted from the exhaust pipe, HC
may evaporate directly into the air from various sources on the vehicle. The latter
include:
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Evaporation of fuel directly from the carburettor.

Fuel tank displacement — every time an empty tank is filled, the corresponding
volume of air saturated with petrol vapour is displaced into the atmosphere. This
only occurs when the vehicle is refuelled. In addition, every time that a fuel tank
warms up during the day after cooling down at night, a further, though smaller,
volume of saturated vapour is expelled. These are known as diurnal, or breathing,
losses.

Hot soak losses — evaporation that continues from the engine or its fuel supply
system after the engine is switched off

Running losses — evaporation of fuel while the engine is running

The composition of the vapour is determined by the vapour pressure of the
components as well as by the composition of the liquid fuel. For the petrol com-
position given in Table 3.3, for example, the vapour composition at 20 °C would
be as given in Table 3.5.

Clearly, the processes in which the hydrocarbons are exposed to the high temper-
atures of the combustion zone may lead to the generation of new molecules,
whereas evaporation will simply release original fuel molecules. Evaporative
emissions can be estimated from the following equation:

EC 2365Xaj><(ed+Sc+Sh)+R

vap,j
where E.,,; are the annual emissions due to vehicles in category j, a; is the num-
ber of vehicles in category j, e4 is the mean emission factor for diurnal losses, S,
and Sj; are hot soak emission factors for vehicles fitted with carburetors and fuel
injection, respectively, R is an emission factor for running losses.

The functions given in Table 3.6 have been used to calculate evaporative losses,
where RVP is the Reid Vapour Pressure of the fuel in kPa, T, is the average monthly
ambient temperature, in °C, T, i, is the monthly average of the daily minimum
temperature, AT is the monthly average of the daily increase in temperature.

Table 3.5 Typical petrol vapour composition

Component Vapour composition (% by volume)
n-hexane 49.6
2-methylpentane 19.0
Methylcyclopentane 10.9
n-octane 6.0
Benzene 54
3-ethylpentane 34
Toluene 32
m-xylene 0.9
Ethylbenzene 0.7
Styrene 0.5
o-xylene 0.3
n-nonane 0.1
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Table 3.6 Functions for calculating evaporative losses

Emission factor and units Function

Diurnal (g day™") 9.1 exp (0.0158 (RVP-61.2) + 0.0574
(Tamin—22.5) + 0.06 14(AT—11.7)

Warm soak (g per soak) exp(—1.644 + 0.01993 RVP + 0.07521 T,)

Hot soak (g per soak) 3.0041 exp(0.02 RVP)

Warm running losses (gkm™") 0.1 exp(—5.967 + 0.04259 RVP + 0.1773T,)

Hot running losses (g km™") 0.136 exp(—5.967 + 0.04259 RVP + 0.1773T,)

Table 3.7 Example of annual evaporative emissions

Source Emission/g a~'
Diurnal breathing 3100
Warm soak 2168
Hot soak 2436
Warm running 693
Hot running 628
Total 9025

To get a rough idea of the significance of these evaporative emissions
compared to exhaust emissions, suppose a car uses fuel with an RVP of 70 kPa.
The monthly average ambient, minimum and daily increases in temperature are
15, 10, and 10 °C respectively. The car is driven to work and back every weekday,
each of which ends in a warm soak (engine not fully warmed up). On the
weekends there are four further short trips which end in warm soaks and two
longer ones that end in hot soaks. The total mileage during the year is 16 000 km,
of which 60% is warm and 40% hot. This driving profile would result in the
evaporative emissions given in Table 3.7.

The total is a little less than half the corresponding rough estimate of exhaust
hydrocarbon emissions (Table 3.8). Although this type of calculation is very
crude, it does show that evaporative hydrocarbon emissions must be addressed
just as seriously as exhaust emissions if the total atmospheric concentration is
to be controlled. The functions also show the sensitivity of the emissions to
RVP. Indeed, in some countries limits are being set on petrol RVP to control
emissions.

3.1.3.6 The importance of air-fuel ratio

All the gaseous emissions vary systematically with air—fuel ratio, as shown in
Figure 3.2. This variation is central to understanding recent developments in
engine management and emission reduction.
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Figure 3.2 The variation of NO, CO, and HC emissions with air—fuel ratio.
Source: Masters, G.M. (1998) Environmental Engineering and Science,
Prentice Hall, New Jersey.

The chemically optimum air—fuel ratio, regardless of air pollution production,
is called stoichiometric (just the right weight of oxygen to exactly combine with
the available fuel on a molecule-for-molecule basis), and is indicated by the
vertical dashed line. As mentioned in Section 3.1.1, this ratio is typically about
14.7 kg air per kg fuel, although it varies with fuel composition. At this ratio, NO
production is close to a peak, while CO and HC are both low. With richer
mixtures (lower air—fuel ratio), there is not enough oxygen to fully combust the
available fuel, so CO and HC increase. Less energy is released, so less NO is
created in the cooler conditions. When the air—fuel ratio is increased above 16
(leaner combustion), there is excess oxygen so that CO and HC stay low.
However, excess air is also being imported into the combustion chamber,
warmed up and exhausted. This reduces the temperature and again lowers NO
production. Running the engine at non-stoichiometric conditions also reduces
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thermal efficiency, so that more fuel is burned to offset any reductions in emis-
sion concentration.

The variation of stoichiometric ratio with fuel composition has led to the
development of the lambda scale. Lambda (A) is just the air—fuel ratio divided by
the stoichiometric value for that particular fuel. Hence A is unity for a stoichio-
metric mixture of air with any fuel (regardless of composition), less than one for
a rich mixture and greater than one for a lean mixture.

3.1.3.7 Particulate pollutants

Particles

Smoke (mainly particles of condensed carbonaceous material, typically 1 pm or
less in diameter) is now the major toxic particle emission from vehicles. Well-
maintained petrol engines have a low emission rate, although the predominance
of petrol engines means that their total contribution is still important. Diesel
vehicles are the largest source, accounting for about 40% of total UK smoke
emissions.

Diesel aerosol consists mainly of highly agglomerated solid carbonaceous
material and ash, together with volatile organic and sulphur compounds. Solid
carbon is formed during combustion in locally fuel-rich regions because there is
not enough oxygen to form CO,. Metal compounds in the fuel generate a small
amount of inorganic ash. Figure 3.3 shows a typical composition for diesel
exhaust particulate.

For many years, it was assumed that the relevant metric for particles was the
mass concentration. Recently attention has focussed on the number concentration
of very tiny particles, called nanoparticles, typically having aerodynamic sizes
below 0.1 wm. These nanoparticles constitute an insignificant proportion of the
mass in the ambient aerosol, although they may dominate the particle population
before it leaves the exhaust pipe. They are mostly volatile, except those formed
from metallic fuel additives such as lead. They are formed very rapidly as the
exhaust is diluted into the ambient air, and the number formed is strongly
dependent on details of the dilution process. They may be important for health
effects if, for example, an alveolar cell is neutralised by any particle, whatever its
size. Measurements of particles made before this was realised generally paid no
attention to particle number, and most of the measurement techniques were
insensitive to particles as small as nanoparticles.

There is a complex set of processes that go on within the exhaust gases as they
leave the exhaust pipe. Almost all the original particles are present as solid
carbonaceous agglomerates. There are also volatile organics and sulphur
compounds in the gas phase. As the exhaust gases dilute and cool, these may be
transformed into particles by nucleation, adsorption and condensation. New
particles are formed either by homogeneous nucleation (direct gas-to-particle
conversion at high supersaturations to form new particles), or by heterogeneous
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Figure 3.3 Composition of diesel exhaust emissions.
Source: Kittelson, D. B. (1998) ‘Engines and nanoparticles: a review’, | Aerosol
Science 29(5/6): 575-588.

nucleation (deposition of vapour molecules onto a starter particle at lower
saturation ratios).

The volatiles are also adsorbed onto existing carbonaceous particles. Initially,
a single layer of HC molecules will become attached to the surface of a carbon
particle. Then additional layers may attach if the saturation ratio (the ratio of
actual vapour pressure to saturated vapour pressure) for that component is high
enough. These are physical processes, not chemical binding, so the organic mol-
ecules may desorb later. The particles may be thought of as sponges that soak up
gaseous volatile organic particle precursors. Hence, if the concentration of these
substrate particles is reduced by, for example, a filter in the exhaust pipe, then
the concentration of homogeneous nanoparticles may be increased. Laboratory
experiments have shown that nanoparticle concentrations may be changed by
three or four orders of magnitude (1000-10 000 times) by manipulating the
dilution conditions. It is important to note that natural dilution into the ambient
air is only one aspect. When measurements of exhaust gas particle concentra-
tions are taken, the exhaust is usually diluted before measurement to bring the
concentrations within the operating range of the analyser. Typically, the exhaust
gases are diluted by 30-50 times within five seconds. For vehicles on the road,
the exhaust gases are diluted by around 1000 times in 1 s. Hence laboratory
measurements may generate size distributions that are an artifact of the meas-
urement process. Furthermore, petrol (spark-ignition) engines have been shown
to emit as many nanoparticles, around 104 km™!, as diesel engines under high
speed cruising conditions. This understanding may change the common percep-
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tion that it is diesel engines that are mainly responsible for particle pollution
from vehicles.

The analytical techniques used for particulate determination have
contributed to the nomenclature for these particle emissions. The insoluble
fraction is in the solid phase and consists mainly of carbon, plus some
incombustible ash from the engine oil and fuel additives. Fuel sulphur
compounds are emitted as sulphur dioxide or sulphur trioxide gases, which then
form sulphate particles. Most of the sulphur in the fuel is oxidised to SO,, but
a small proportion is oxidised to SO5 and leads to the formation of sulphate and
sulphuric acid aerosol. The sulphuric acid/sulphate fraction depends on the sul-
phur content of the fuel — hence the importance of clean diesel. A small frac-
tion of the fuel, together with atomised and evaporated engine oil, escape
oxidation and appear as volatile or soluble organic compounds. This soluble
organic fraction (SOF) is a complicated mixture of high molecular weight
organic compounds, HCs, oxygenates, polycyclic aromatic compounds
containing oxygen, nitrogen and sulphur, and can vary widely, between 10 and
90%, both between engines and from one engine to another. It is called SOF
because it is the material that will be dissolved in methylene chloride after all
particles have been collected on a filter. The SOF depends a lot on maintenance
and load, and is often identified as a ‘smokey’ exhaust. Both the sulphates and
SOF are collectively referred to as the volatile component, because the propor-
tion of them that resides in the particulate form depends strongly on the ther-
modynamic history of the emissions. Conversely, the SOF/sulphate fraction can
be identified by strong heating of the sample.

The ambient concentration of particles from diesel exhausts is a few g
m~3. In confined environments, such as underground mines, this can rise by
three orders of magnitude. An idealised particle size distribution from a diesel
exhaust is shown in Figure 3.4. Both number and mass weightings are shown.
There are three modes. The nuclei mode, between 5 and 50 nm, consists
mainly of the volatile organic and sulphur compounds that form during
exhaust dilution and cooling, together with solid carbon and metallic
compounds from the combustion process. This mode dominates the number
distribution, but contributes only a few percent to the mass. The accumulation
mode, between 50 nm and 1 wm, contains carbonaceous agglomerates and
their adsorbed materials and makes up most of the mass. The coarse mode
contains around 10% of the mass, made up of a small number of larger parti-
cles which have been re-entrained from deposits on the walls of the exhaust
system.

The compounds responsible for the mutagenicity, and possibly carcinogen-
icity, of diesel soot extract once the particles have been deposited in the lungs
have been the subject of intensive research in Europe and the US. Polycyclic
aromatic hydrocarbons, especially benzo[a]pyrene, have been prime suspects.
More recently many nitrated polycyclics, such as the nitropyrenes, have also been
invoked.
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Figure 3.4 Particle size distribution in diesel exhaust.
Source: Kittelson, D. B. (1998) ‘Engines and nanoparticles: a review’, | Aerosol
Science 29(5/6): 575-588.

Lead

For a long time, lead was added to petrol to improve its combustion properties. In
a petrol engine, the ratio of the maximum cylinder volume when the piston is at
the bottom of its stroke to the minimum volume at the top is called the compres-
sion ratio. Thermodynamically, there is an efficiency advantage in raising the
compression ratio. The efficiency of the cycle is given by:

R
work out ) ( 1 )T
energy in compression ratio

where R is the Gas Constant and C, the specific heat at constant volume.
However, if the compression ratio is raised too far, the engine acts like a diesel,
heating the petrol/air mixture enough to detonate it before the spark does. This
condition is called knocking or pinking and damages the engine. It has been
found that different blends of petrol, namely those with a higher proportion of
certain hydrocarbons such as branched-chain alkanes, are much less suscept-
ible to knocking. One particular fuel, called 2,2,4-trimethylpentane or isooct-
ane, was found to be the most knock-resistant and hence other fuels have been
given an octane number to compare with it. A high octane number means that
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the engine can be designed for a high compression ratio and hence extract
more power from the fuel. It has also been found that the octane rating of
otherwise low-octane petrol can be increased by adding certain organic lead
compounds, especially tetraalkyl leads (PbR4, where R is either CH; or
CH,CHj3;). These compounds have been added to petrol since the 1920s at the
rate of around 1 g 17!, After combustion, lead particles are emitted in the
exhaust gases. Some of them are emitted directly in the 0.1-1.0 wm diameter
size range and a proportion is deposited in the exhaust pipe and emitted later
as coarser flakes >10 pwm.

Unfortunately, lead is a toxic heavy metal to which the nervous systems of
babies and children are particularly sensitive. Adults absorb 0-15% of ingested
lead from the gastrointestinal tract, children up to 40%. The unexcreted fraction
is distributed between blood, soft tissue and mineralised tissue (bones and
teeth). About 95% of the body burden of lead in adults, and about 70% in
children, is located in the bones. Tetraalkyl lead is absorbed through the
respiratory tract and through the skin, then metabolised in the liver to trialkyl
lead, the most toxic metabolite. It has effects on neurological development, par-
ticularly in children. Lead is also transported across the placental barrier into
the foetus, and there may be release of maternal lead stored in bones during
pregnancy. Lead uptake may also be affected by nutritional status — deficiencies
in Ca, Fe or Zn have been associated with high blood lead concentrations.
Although there have been many routes by which significant lead intakes to the
body could be made, such as lead-based paint and lead water pipes, airborne
particles became significant due to the growth of motor vehicle use. By the mid
1970s, 160 000 tons of lead were being used each year in American petrol
alone. Although fatalities and illness due to lead poisoning were common in the
plants at which the tetraethyl lead was manufactured, the benefits were
sufficient that it took 50 years of scientific debate, research and campaigning to
get lead banned in America, and after that in Europe. By the 1970s the use of
motor cars had grown to the extent that there was serious concern about the
lead exposure of people living near main roads, busy intersections or other
areas with high traffic densities. As a consequence, legislation was introduced
both to cut the lead content of petrol, and to limit the concentration of lead in
the air. In the UK, the maximum allowable lead content of leaded petrol was
reduced from 0.45 to 0.40 g 17! in 1980, and to 0.15 g 17! in 1986. The current
average lead content of leaded petrol is 0.11 g 17!, An economic incentive to
reduce the consumption was provided by the Government in the form of a
slightly lower excise duty on unleaded petrol, and further pressure by the
increased use of catalysts, which cannot be used with leaded petrol because
the lead poisons the precious metals. The combined effect of all these meas-
ures caused a rapid increase in the use of unleaded petrol between 1989 and
1999, to take over 90% of the petrol market (Figure 3.5). Total road vehicle fuel
use remained fairly constant over the same period, although diesel fuel use
increased by 50%.
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Figure 3.5 Changes in fuel use and proportion of unleaded petrol used in the UK,

Consequently, although total petrol consumption was flat, emissions of
lead and airborne lead concentrations in urban areas both fell by over 95%
(Figure 3.6).

In complementary controls on the airborne lead concentration, EU Directive
82/884/EEC imposed a limit value of 2.0 wg Pb m™3, and a guideline value of
0.5-1.0 pg m—3 (both as annual means). The concentrations are monitored at

Lead concentration ng/m3

Figure 3.6 Changes in the amounts of lead emitted by vehicles in the UK, and in the
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nine sites in the UK to check compliance with the Directive. The limit value
has not been exceeded at any of the sites for the last 12 years, while the lower
guideline value has been exceeded at one site. Typical urban lead concentra-
tions are 0.1-0.2 wg m™~3, while typical rural ones are 0.01-0.05 g m~3. Total
inhaled mass loadings of lead are trivial compared with the amounts ingested
via food and drinking water, although there may be some concern that
nanoparticulate lead can penetrate very effectively into the blood directly
through the alveoles. Although blood lead levels in developed industrial coun-
tries have declined steadily in recent years, this reflects the combination of
many independent controls on sources such as lead water pipes, leaded paint
and leaded solder on tin cans, as well as leaded petrol. Effects of elevated
blood lead have only been shown conclusively at concentrations above around
10 wg d17!, and since the transfer rate by inhalation is believed to be around
4 pg dlI7! per pwg m™3 of atmospheric concentration, the range of urban
concentrations given above is unlikely to result in detectable effects. An
increase in blood lead from 10 to 20 pg dI™! has possibly been shown in
epidemiological studies to result in a decrease of IQ by two points, although
this remains contentious. The issue is now more urgent in developing coun-
tries, where low-lead petrol has taken longer to be accepted. Average blood
lead levels up to 20-30 wg dl~! have been measured in urban/industrial
populations in Peru, India, China and Mexico.

Polycyclic aromatic hydrocarbons

Another class of materials emitted from vehicle exhausts that has caused concern
due to their carcinogenicity is the polycyclic aromatic hydrocarbons (PAH) such as
benzo-a-pyrene (BaP) and benzo-e-pyrene (BeP). Measurements in Copenhagen
have shown peak concentrations of around 4 ng m~3, and that the winter-time con-
tribution of traffic to PAH is around 90% for street air on a weekday, falling to 60%
on the weekend. Diesel buses in Denmark now have to use a fuel having a low dis-
tillation end-point, which gives reduced particle and PAH emissions. The USEPA
evaluation is that 0.3 ng BaP-equivalent m~3 will cause one additional lung cancer
per 10° individuals, while the corresponding WHO guideline is that a lifetime
exposure to 1ng m~3 will cause 90 additional respiratory cancers per 10°
individuals. High exposures to PAH can be tested by sampling the urine for PAH
metabolites such as 1-hydroxypyrene and B-napthylamine.

Road dust emissions

Casual observation tells us that unpaved roads can be major sources of dust and
fine particles. More surprisingly, perhaps, some measurements have shown that,
even on paved surfaces, roads themselves can be significant sources of PMy,.
The source is loose material, called silt, lying in the irregularities in the road
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surface. The passage of a vehicle, with the associated turbulent air movement
due to the car itself and its tyres, entrains some of this silt into the air. It has
been estimated that around 30% of the PM;, emissions in California are due to
this process.

A simple model has been derived by the USEPA to predict road surface emis-
sions. The model states that

E= k(SL)0'65W1'5

where E is the emission factor (g per vehicle kilometre), k is an empirical
constant, s is the fraction of the total surface silt loading that passes through a 75
wm sieve, L is the total surface silt load (g m~2), W is the vehicle weight.

The model is intuitively and empirically rather than mechanistically based. The
empirical constants were derived by fitting the model to limited specialised data sets,
and the model makes poor predictions if used in new situations without optimisation.

3.1.4 Reduction of motor vehicle emissions

3.1.4.1 Burn less fuel!

Fewer vehicles, smaller lighter cars with smaller more efficient engines, more
public transport, shorter journeys, park and ride, bicycle lanes, pedestrianisation
schemes — these are all common-sense ways to reduce emissions, but we have
been slow to adopt them because we are still hooked both on the freedom of
movement and flexibility of access that the motor vehicle provides, and on the
power and speed of unnecessarily large cars.

3.1.4.2 Combustion optimisation

Detail design improvements to the cylinder head can give better mixing, less dead
space and more optimum air—fuel ratio throughout the volume of the chamber.
‘Lean-burn’ engines have been designed that operate at a high air—fuel ratio of 18
or more (Figure 3.2) to give the best compromise of low NO, CO and HC. These
conditions lead to instability of combustion (e.g. stalling) and need advanced fuel
and air management. Although large research programmes have been carried out
by individual manufacturers, lean-burn has really lost out to catalytic converters
for reliable emission reduction, and it is clear from Figure 3.2 that it cannot com-
pete with the potential reductions of 90+ % achieved by catalytic converters.
Lean-burn engines still generate unacceptable NO emissions, and there has been
considerable research into a catalyst which will clean up this NO efficiently even
under the oxygen-rich conditions. Some manufacturers are experimenting with
direct injection, in which petrol is injected into the cylinders instead of being
mixed into the inlet air.
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3.1.4.3 Emissions recycle

The sump (or crankcase) is sealed and combustion gases that have leaked past the
pistons (blow-by) are piped back to the inlet manifold so that the fuel and oil
vapours are burnt instead of being vented to atmosphere.

3.1.4.4 Vent controls

Several measures have been adopted or are being considered in different countries:

e Small canisters (typical volume 1 1) of a vapour adsorbent such as activated
charcoal are fitted to fuel tank inlets to control breathing emissions. These
are standard in the US. The canister is purged to recover the fuel when the
vehicle is running. The canister may overload if the vehicle is standing for
many days.

e The fuel filling system is redesigned so that the pump nozzle seals the tank
inlet to prevent direct emission of vapour. The displaced gases are either routed
through an absorbent or pumped back into the underground storage tank.

e The petrol composition is changed to reduce fuel volatility (often reported
as Reid vapour pressure (RVP), which is the vapour pressure of the fuel at a
standard temperature of 34.4 °C). Butane is usually the first component to be
reduced.

3.1.4.5 Exhaust gas recirculation (EGR)

A small fraction of the exhaust gases is directed back into the air inlet. This
dilutes the air—fuel mixture and reduces combustion temperature, thereby
reducing thermal NO, production.

3.1.4.6 Catalytic converters

When the mixture of HCs and air in the combustion zone is burned, reactions
proceed at different rates for the different components. All the reactions are ended
(quenched) at the same moment when the combustion stroke ends and the exhaust
stroke starts. Hence the exhaust gas contains a partly combusted mixture, at a
temperature too low for normal combustion to continue. It is the purpose of
catalytic converters to complete the combustion at a lower temperature. Catalytic
conversion of the main pollutant gases in the exhaust has been used in America
and Japan for many years and since 1 January 1993 has been mandatory in the
countries of the European Union (see Chapter 13 for more details). Around 75%
of the UK petrol-engined car fleet is currently equipped with catalysts; this figure
will increase to 98% by 2008 as older vehicles are replaced. Other countries are
gradually following suit — for example, India legislated for compulsory use of
catalytic converters in its four largest cities from April 1995.
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Construction

The catalytic converter typically consists of a ceramic support matrix (cordierite
Mg,Al4Si50,5 is commonly used) and alumina washcoat to provide a very large
surface area, on which the precious metal catalysts are deposited. The catalyst is
presented to the exhaust gases either as a packed bed of beads of catalysed wash-
coat, or as coated honeycomb. There is a power reduction of up to 10% (and
hence associated increase in fuel consumption) from engines fitted with convert-
ers, due to the higher pressure drop across the exhaust system and consequent
reduction in gas throughput. The catalysts are usually platinum, palladium and
rhodium; endless combinations and physical arrangements of these have been
tried in order to increase the conversion efficiency and reduce the cost. The first
catalyst contacted as the exhaust gas flows through is rhodium, which promotes
the reduction of NO, using one of the incompletely oxidised components such as
CO, H; or HCs.

e.g.
1
NO + CO——N; + CO;
or
1
NO + H,——N, + H,0
or
n

(2 + %)NO + CH, — (1 + %)N2 +yCO, + (2 >H20

Reduced components such as HCs and CO are then oxidised by passing them
over a second catalyst such as palladium or platinum. There must be excess oxy-
gen in the exhaust gases for this to occur.

e.g.
n n
CyHn + <1 + Z)Oz_)yCOZ + <?>H20
or
1
CO + ? 02_) C02
or

CO + H,0 —CO, + H,
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Hence all the oxidising agents in the exhaust gas are caused to react with all
the reducing agents, which is a clever trick. Other materials, such as ceria (CeO,)
or zirconia are added to increase oxygen storage capacity or to promote HC con-
version in rich exhaust conditions.

The lambda window

As this type of catalyst converts all three gases at once, it is known as a three-way
catalyst (TWC). To make this work, the O, content of the exhaust gases must be
maintained within narrow limits; this is achieved by measuring the equilibrium
O, partial pressure with a zirconia/platinum electrolytic sensor (the lambda
sensor) and feeding a control signal back to the fuel injector. The air—fuel mixture
must be kept very close to, and slightly on the rich side of, stoichiometric at all
times. Figure 3.7 shows that a catalytic converter can only achieve a conversion
efficiency above 90% for all three gases if the air—fuel ratio is always within a
very narrow range close to stoichiometric.

On the one hand, this means that precise mixture control is essential; on the other,
the potential emission reductions associated with lean burn are not available. Overall,
provided that the exact combustion conditions are maintained, the benefits of 90%
reduction of toxic emissions will be combined with those of minimum fuel
consumption due to the engine operating at its maximum thermal efficiency. If the
combustion conditions are not so tightly controlled, the emission reduction can
easily fall away to between 50 and 70%, and European standards cannot then be met.

100
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Figure 3.7 The variation of catalytic conversion efficiency with air—fuel ratio.
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The nature of a feedback like this is to develop a small oscillation in the output,
such that even when the engine is operating under constant conditions (cruising)
the exhaust gas composition will move from slightly excess oxygen to slightly
deficient. To handle this, an oxygen-labile material such as cerium oxide (CeO,)
is added to the washcoat mixture. Excess oxygen is stored in the CeO, by
conversion to CeOz when there is some spare, and released when it is deficient.
Oxygen storage materials can make up 10-20% of the washcoat, as compared to
only 0.1-0.2% precious metals.

Other catalyst issues

The chemical reactions occurring on the catalyst surfaces are combustion, and the
temperature has to be high enough for these to occur. Conversion efficiency is
zero if the engine exhaust system temperature has not reached its ‘light-off” value
of around 300 °C. Since this may take several minutes, and around 20% of
journeys are of less than 1 km, there are important consequences for emissions.
Likely solutions will be either to electrically preheat the TWC or to adsorb the
HCs in a charcoal trap before desorbing them into the TWC when it has warmed
up. This poor conversion by the cold catalyst is compounded by poor fuel vapor-
isation in the cold engine, so that some fuel remains in droplet form and HC
emissions are increased.

Hydrogen sulphide formation in catalytic converters has been an issue since
the 1980s. Although the concentrations are small and probably no threat to health,
the low odour threshold and unpleasant smell of H,S has made the emissions
noticeable. Emissions often occur as a spike when rapid deceleration to idle
follows a period of cruise at high speed. Sulphur is stored in the TWC matrix
during lean or stoichiometric operation, and released during rich transients. The
exact chemistry is not yet clear, but minor washcoat components such as ceria are
also believed to be involved.

Sulphur is higher in diesel fuel than it is in petrol, and this again increases
particle emissions. Hence particle traps will be more practicable where lower-
sulphur fuel is available. The average sulphur content of diesel fuel in the UK,
which was 0.2% in 1994, was reduced to 0.05% (50 ppm) in 1996; this was
expected to reduce particle emissions overall by about 15%. Although the sulphur
content of petrol is only 10-20% of that of diesel, the greater proportion of petrol
cars means that total sulphur emissions (as particles or as SO,) are similar. A
refined and desulphurised diesel fuel, sometimes known as City Diesel, which had
been used in Scandinavia for some years, was introduced to the UK in 1996. City
diesel is claimed to reduce sulphur and particle emissions by 99% and 40%
respectively. In the US, ultra-low sulphur diesel fuels are being required as a ‘tech-
nology enabler’ to pave the way for the use of sulphur-intolerant particle traps.

Low-sulphur petrol is also necessary to reduce NO, emissions down to the
pending EURO IV limit of 0.25 g¢ km™!. Achieving this limit requires the use of
storage catalytic converters, which employ a base coat of barium or potassium
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oxides. Nitrogen oxides are converted to nitrates and stored temporarily in the base
coat. Intermittently the engine fuel mixture is turned from slightly lean to slightly
rich, which converts the nitrates to N,. The storage capacity is greatly reduced by
the presence of S, which forms sulphates in the base coat irreversibly.

The current trends with catalyst development are to fit the catalyst closer to the
manifold so that it warms up faster and runs hotter, tighten up the feedback so that
the engine spends more of its time close to the optimum, and replace rhodium
and/or platinum with palladium because it is cheaper.

3.1.5 Diesel exhausts

In California in 2000, diesel engines made up around 3% of the vehicle population
and travelled 5% of the miles, yet 35% of the vehicle NO, and 56% of the vehicle
exhaust PM were attributed to these vehicles. Diesel engines operate under differ-
ent combustion conditions to those of petrol engines. The leaner mixture and higher
thermal efficiency lead to lower exhaust gas temperatures (200-500 °C), with
highly oxidising conditions which make for low HC/CO emissions. These emis-
sions can be further reduced with a diesel oxidising catalyst (DOC, see Section
3.1.5.3). However, the same oxidising conditions limit the potential for reducing the
NO to N,. DOC can also reduce particle emissions by removing SOF, although cre-
ation of sulphate particles from SO, can more than offset this improvement.
Turbocharging reduces both NO, and PM emissions by around 30%, more if com-
bined with aftercooling. The big issue with diesel emission control is how to reduce
the concentration of NO without increasing that of particles, and vice versa. For
example, retarding the fuel injection reduces the peak flame temperature and hence
NO, formation. However, it also lowers fuel efficiency, giving higher overall PM
emissions. Emission controls can be acceptably cost-effective. For example, the
successive legislation enacted in the US to control mobile source emissions,
including diesel, cost typically US$ 1500 per tonne of ozone precursors.

3.1.5.1 Diesel particulate filters

The simplest approach to reducing diesel particulate emissions is the diesel
particulate filter (DPF), or trap. These devices take many forms, such as
ceramic or metal foams, wire mesh or ceramic wool; they all trap particles by
the normal range of filtration processes. As the particles accumulate, they create
a pressure drop which reduces engine efficiency, so they must be burned off
before the pressure drop becomes excessive. The burning off may occur
spontaneously if the exhaust gases ever attain a high enough temperature, but
usually some form of assistance is needed. This may take the form of electrical
or combustion heating, or the engine may be run temporarily in an inefficient
mode to artificially raise the exhaust gas temperature, or a catalyst may be
included in the filter to promote combustion at lower temperatures. The holy
grail of the catalyst method is the continuously regenerating trap (CRT), which
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filters and burns particles continuously. Ideally, NO is oxidised to NO,, which
then supplies the oxygen to burn the carbon, thus solving both of the most
serious diesel emission problems at a stroke. These devices cannot work with
high sulphur fuels, which promote the formation of sulphate particulate and
block the filter. Even at 50 ppm S in the fuel, the catalyst can increase the
exhaust gas sulphate loading by a factor of ten.

3.1.5.2 DeNO,

There are emerging technologies to deal with the NO, emissions from lean
combustion systems independently of the particles. These are known as DeNOy
methods. With storage DeNO,, NO; is scavenged from the exhaust gas by an
adsorber and stored as nitrates. The adsorber is regenerated by operating the
engine rich for a short time. In passive lean DeNO,, existing HCs in the exhaust
gas are used to reduce the NO,, while in active lean DeNO, HCs or ammonia are
injected to achieve the same end.

3.1.5.3 Diesel oxidation catalyst (DOC)

The lowering of the sulphur content of diesel fuel has opened up the possibility of
treating at least some of the particulate emissions catalytically. The DOC reduces
HC, CO and PM, but needs a low-sulphur fuel (below 50 ppm S by weight). The
more active the catalyst, the greater the reduction in gas-phase emission, but the
greater the sulphation of sulphur to produce particulate. Diesel oxidation catalysts
has been used on off-road vehicles in the US since the 1960s, and fitted to over 1.5
million trucks and buses since 1990. Efficiency can be further increased by
10-15% by the use of a fuel-borne catalyst. Various combinations of washcoat and
catalyst have been tried. Such catalysts are not prone to thermal deactivation
because they operate at lower temperatures than TWCs — typically 650 °C rather
than 950 °C. They can be poisoned more easily by P and Zn from the engine oil,
more of which is burned in diesel than in petrol engines.

Test programmes in the US have shown that various combinations of these
technologies can be used to reduce the emissions from modern heavy goods
vehicle (HGV) engines below proposed standards, and that doing so will often
improve fuel economy and reduce noise as well. It is not cheap, typically costing
a few thousand dollars per tonne of particulate matter reduction.

3.1.6 Vehicle maintenance

Vehicle maintenance is another major factor in emission control. Roadside meas-
urements have been made in several countries with Fuel Efficiency Automobile
Test (FEAT), which is a non-dispersive infrared transmissometer-based instrument
that can be used to determine the concentrations of CO, HC, NO, and particles in
the air above the road surface. Since it has a response time of only 1 s, the meas-
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urements can be related to the passage of individual vehicles. By making certain
assumptions about dilution, the emission concentration can also be derived. Such
measurements consistently show that 1% of vehicles is responsible for 5-10% of
the total CO emissions, and 10% of vehicles for 50% of the emissions. Contrary
to expectation, this ‘dirty 10%’ is not just older or high-mileage vehicles, but is
evenly distributed across model years. Although some countries such as the US
have a long history of vehicle emission legislation (catalysts were first introduced
there in 1971), and strict enforcement policies (biannual smog checks), the dirty
10% continues to evade control.

3.1.7 Vehicle emission calculations

There are many practical issues that need to be considered when calculating
potential emissions from a given length of road. The overall rate of emission will
vary not only with obvious factors such as traffic density (flow rate in vehicles per
hour), vehicle speed, driving mode (accelerating, decelerating, cruising or idling),
mix of vehicle types (cars, buses, goods etc.), and engine types (petrol or diesel
or other), but also with less obvious ones such as engine maintenance, meteoro-
logy (air temperature and humidity), and engine operating temperature.

We can make order-of-magnitude calculations of quantities such as vehicle
emissions, to get a general idea of how significant they are compared to other
factors. In broad terms, combustion of 11 of fuel generates 100 g CO, 20 g
VOC, 30 g NO, and 2.5 kg CO,, together with smaller quantities of other
materials such as sulphur oxides, lead and fine particles. Consider the example
of a single car which is driven an average 16 000 km per year with a fuel
economy of 16 km 17!, hence using 1000 1 of fuel. This single car will generate
the emissions shown in Table 3.8 (assuming no emission controls). Also shown
in Table 3.8 are the corresponding emissions from the UK fleet of 25 million
vehicles and the global fleet of 600 million vehicles. Although this back-of-the-
envelope calculation ignores all factors such as different vehicle types and
different driving patterns in different countries, it does show how serious vehi-
cle emissions are on a global scale, not merely as a local pollution problem in
urban environments.

Table 3.8 Vehicle exhaust emissions

Pollutant Per litre of Single carlkg UK fleet/Mt Global fleet/Mt
fuellg per year per year per year

Cco 100 100 25 60

vVOC 20 20 0.5 12

NO, 30 30 0.8 I8

CO, 2500 2500 50 1500
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Figure 3.8 Typical patterns of traffic movements in European cities.
Source: Samaras, Z. and Sorensen, S. C. (1998) ‘Mobile sources’, In:
J. Fenger, O. Hertel and F. Palmgren (eds) Urban Air Pollution: European
Aspects, Kluwer Academic Publishers, Dordrecht, The Netherlands.

3.1.7.1 Diurnal variations

The primary factor controlling vehicle emissions from a length of road is the num-
ber of vehicles passing along the road per unit time. This variation follows a char-
acteristic cycle related to human social patterns — most people are at home in the
early hours of the day, go to work by car or public transport sometime between 6
and 9 am, go about their business during the day, and go home again in the
evening. Some of those people will go out again in the evening. Of course, there
are many exceptions to these patterns, such as for shift workers. Nevertheless,
the resulting pattern of vehicle movements is quite reliable (Figure 3.8).

3.1.7.2 Variations with speed

Cars and light duty vehicles

There is a considerable database of direct measurements of emission rates from
cars and their variation with speed. The European research programme
CORINAIR has published equations relating emissions to vehicle type and
speed. In 1999 a major programme of work resulted in the Methodology for
Calculating Transport Emissions and Energy Consumption (MEET). Much of
the work has been performed on chassis dynamometers, in which the vehicle is
run on a rolling road. Two kinds of analysis are made. In the first, the straight-
forward variation of emissions with speed are measured under constant condi-
tions. In the second, average emissions are determined while the vehicle
performs a standard cycle of accelerating, cruising and decelerating in a pattern
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that is intended to simulate urban, motorway or cross-country driving or a
combination of these. Although the cycles look quite complicated, and some
have been derived from direct measurements of driving patterns in the appro-
priate environment, they usually remain less transient and complex than real
driving patterns. Clearly, a wide range of speed cycles may all generate the
same average speed, so that comparison between vehicles depends on stand-
ardisation of the test cycle. Naturally, different organisations and countries have
tended to develop their own standards, and it has taken some years for any
uniformity to be achieved. This averaging process facilitates comparisons
between different vehicles. There may also be variations due to the condition
of the specific vehicle tested (whether it is representative of those on the road),
and the analysis itself. For example, gas analysers with response times of one
minute would be quite adequate to measure steady-state emissions, but would
not track the transient changes during rapid acceleration/deceleration cycles.
The analysis becomes even more difficult when dealing with particles, where it
has been shown that the details of exhaust gas dilution may affect the
production of the smallest particles by orders of magnitude.

The outcome of many such tests is a set of algebraic relationships that enables
the emissions to be predicted if the speed is known. Quadratic equations of the
general form emission (g km™!) = a + bV + cV? are fitted to the data. For CO,
the equations are more complex, with combinations of logarithmic and inverse
functions being used. The fit is often not good because of the large amount of
variability from test to test on the same vehicle, and from vehicle to vehicle in the
same category.

Note that the emissions are expressed in g km™!. In real life, an idling engine
will emit an infinite mass per km when the vehicle is stationary, and this situation
is not handled by the equations. Indeed, some of them give zero, some of them give
a constant, and some of them give infinity when V = 0 is substituted into them. This
is why all the speed ranges start at a non-zero speed, either 5 or 10 km h™!. Very
low speeds (traffic creep) or idling are best handled by assuming that the mass emis-
sion per unit time at the lowest speed considered in the equation is also correct for
a stationary vehicle. A stationary queue of traffic is then treated as a line source at
the appropriate total emission rate per unit length and time (gm™'s™!). For
example, a single petrol car with the smallest size of engine, fitted with emission
control to EURO I requirements, has a mass emission rate for CO given by

9.846 — 0.2867 V + 0.0022 V?
This equation is valid down to 10 km h™!, at which speed the mass emission rate is
9.846 — (0.2867 X 10) + (0.0022 X 10%) = 7.2 g km ™!

At 10 km h™!, this corresponds to 7.2 X 10 = 72 g h~!. Hence a stationary car of
this type will emit 72 g h~™! = 0.2 g s7!, and can be treated as a point source of
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this strength. A queue of 100 such cars over a 1 km length of road would be
treated as a uniform line source of strength 100 X 0.2 =20 gkm™! s,

At the next level of sophistication, the instantaneous emissions are related both
to the speed and to the product of speed and acceleration (with units of m? s=3),
since the latter gives a better indication of the power supplied. A matrix is created
which specifies an emission factor for each combination of these two factors. This
type of model is useful not only for estimating normal road emissions, but for
estimating the impact of measures such as traffic calming, when repeated acceler-
ation/deceleration cycles may increase emissions compared to the uncalmed case.

Heavy duty vehicles

The term heavy duty vehicles (HDVs) covers HGVs, buses and coaches. They are
almost entirely diesel-fuelled. Far fewer emission data are available for heavy duty
vehicles, and they are mostly from engine test beds, in which the engine alone,
rather than the complete vehicle, is studied. The MEET Report recommended that
emissions from HGVs be described by polynomial functions of the general form

d
E=K+av+ovi+cevie Loy L
v v

where E is the emission rate in g km™!, K is a constant, a—f are coefficients, V is
the mean speed of the vehicle in km h™!.

Figure 3.9 shows examples of the relationships discussed above, taken from
the UK National Atmospheric Emissions Inventory (NAEI) database of emission
factor estimates for 1999. As speed increases, emissions per km generally
decrease, except for NO, from petrol engines which is low anyway. The decrease
in emissions of PM;, and VOC is very marked. Conversely, there is a sharp
increase in these emissions when traffic slows down, in urban rush-hours for
example. A car might emit ten times the weight of CO, and seven times the
weight of VOC, in crawling 1 km at 10 km h™! as it would covering the same
distance at a cruising speed of 60 km h™!. For vehicle speeds above 60-80 km h™!,
emissions start to rise again. Note that in the graphs described here, the motorbike
emissions are constant. This is only because there is no data available from NAEI
on the variation of motorbike emissions with speed.

3.1.7.3 Effect of engine temperature

Figure 3.9 ignores one major source of error in estimating vehicle emissions,
which is lack of knowledge of the engine operating temperature. Many urban
engines operate at reduced efficiency (i.e., higher fuel consumption and less
complete combustion) because they are not yet warmed up, and catalytic
converters do not achieve their potential 90% efficiency until they reach an
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Figure 3.9 Variations of exhaust emission factors with vehicle speed for NO,, PM,,, VOC,
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operating temperature of about 300 °C. The range of average journey lengths in
different European countries is only 6—15 km; of the average UK trip length of
10 km, 3.4 km is ‘cold’ and 6.4 km ‘hot’. Typically, 80% of car journeys are
under 8 km, 33% are under 2 km, and it has been estimated that 75% of total
CO is emitted from the first 1 km of a 10 km journey. The excess emissions are
highest when the engine is started, and gradually decrease as the operating
temperature approaches its stable value at the fully warmed-up condition. Hence
the vehicle does a ‘cold’ distance, the length of which also depends on the average
speed, because the faster it is driven, the greater distance it will go before it is
warmed up. Thus if a car travels slowly over the cold distance, it will be warmed
up in 5-10 km. Alternatively, if it drives at the UK motorway speed limit of
70 mph (= 112 km h™!), then it can take over 30 km to warm up.

In covering this cold distance, the vehicle will emit ‘excess’ of each of the
pollutants compared to the amounts that it would have emitted covering the
same distance in the warmed-up condition. If the vehicle trip length exceeds
the cold distance, then the excess emissions due to the cold start are maximum
and are fixed. If the trip length is less than the cold distance, which is quite
likely given the short average trip lengths described above, then the excess
emissions are expressed as a function of the ratio of the trip length to the cold
distance

1] —e™™®

— e—a

distance correction =

where 8 is the ratio of the trip distance to the cold distance, and a is a constant
that varies with pollutant and vehicle type. Surveys have shown that on average,
60-70% of total annual mileage is driven without the engine having achieved its
warmed-up operating conditions.

Air temperature, whether high or low, also affects emissions. This is allowed
for by a correction factor that multiplies with the emission factor. The correction
factor takes the form AT + B, where A and B are constants that depend on the
operational state of the engine and the pollutant concerned, and T is the ambient
temperature in °C.

As TWC efficiencies increase and legislated emissions fall, cold emissions
make up an increasing proportion of total trip emissions and increasing effort is
being spent to control them. In the US FTP-75 test cycle, for example, which lasts
1900 s, around 80% of the total HC has been emitted after typically 300 s.
Various improvements to engine management are being made or discussed. These
involve pre-heating the engine block to improve initial efficiency, improving the
evaporation of fuel droplets in the inlet manifold, or boosting the oxygen content
of the mixture. Possible improvements to TWCs include adjusting the catalyst
mix to reduce light-off temperature, placing the catalyst closer to the engine to
increase warm-up rate, insulating it to retain heat while not in use, and storing the
cold-start emissions for later treatment.
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3.1.7.4 Effect of operating mode

A further source of error, as we have seen in Table 3.4, is the operating mode of
the engine — whether it is idling, accelerating, cruising or decelerating. Idling and
cruising are steady-state operations that can be reproduced fairly precisely and for
which the air/fuel supply and exhaust controls can be properly engineered. In
urban areas, driving is likely to involve repeated acceleration/braking cycles
associated with intersections, roundabouts, traffic lights, queues or car parks.
Under acceleration, the engine enters a transient regime during which current
management practices are unlikely to be able to maintain stoichiometric combus-
tion, or to deliver exhaust gases to the catalyst within the narrow tolerances
needed for efficient operation. A summary of modal effects is seen in Table 3.9,
in which the emissions during each mode are expressed as a fraction of those at
idle. During acceleration, and to a lesser extent during cruising, the combustion

Table 3.9 Relative emissions under different operating modes

Mode Gas
cO HC NO,
Idle | | |
Acceleration 0.6 0.4 100
Cruising 0.6 0.3 60
Deceleration 0.6 10 |
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Figure 3.10 Short-term emission changes from a petrol-engined car fitted with a catalytic
converter.
Source: de Haan, P. and Keller, M. (2002) ‘Emission factors for passenger cars:
application of instantaneous emission modeling’, Atmospheric Environment 34:
4629-4638.
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is efficient and there is excess air, so HC and CO are low. However, combustion
chamber temperatures are high so NO, is also high. During deceleration, there is
some excess fuel so HC emissions are increased.

Even when driving conditions are relatively steady, emissions are likely to
vary very abruptly, as shown in Figure 3.10. The upper graph shows CO and
NO, emissions from a vehicle driving the speed profile shown in the lower graph.
Although some emission peaks are associated with obvious events such as
changing gear, others have no such clear relationship.

3.1.7.5 Catalyst degradation

In extreme cases, contamination of the catalyst by lead can render the con-
verter useless very quickly. For all catalyst-equipped cars, thermal ageing and
contamination will result in a gradual decrease in conversion performance.
This is internal and uncorrectable by maintainance. European and American
legislation allows for this deterioration by specifying that the emission limits
are not exceeded within a distance of 80 000 or 100 000 km. The test for this
performance is undertaken on a continuously operating engine, whereas an
engine in actual use will undergo many stop/start, hot/cold cycles that
normally act to reduce lifetime. The MEET Report gives equations to describe
the deterioration, which occurs rather uniformly up to around 100 000 km
before levelling off.

3.1.7.6 National vehicle fleets

It is clear from the above discussion that accurate prediction of the emissions
from a fleet of vehicles in an urban area requires a very high level of detailed
information. Not only must we know the flow rate and mix of vehicles (the engine
type and size, and years of legislation in which they were manufactured), but also
their engine operating temperatures, speeds and acceleration modes. If these
parameters are not known for a particular situation, then we can use default values
from national average statistics.

Figure 3.11 shows the estimated average composition of road traffic in the 15
member states of the EU in 1995, in units of billion vehicle-kilometres by each
emission-related vehicle category. As vehicles age and are replaced, the new ones
are made to a higher emission standard.

It can clearly be seen from Figure 3.12 how successive waves of legislation
impact the car fleet, rising to a peak usage and then declining as the stock is
replaced, until eventually the whole fleet conforms with EURO IV standards of
emission control. Assuming, that is, that a new set of standards has not been
introduced in the mean time. Also note that the total number of cars continues to
rise, so that emissions per car have to reduce just to stand still.

As these successive improvements are made to control emissions, emissions
per vehicle are expected to come down as shown in Table 3.10 and Table 3.11.
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Figure 3.1 Average composition of road traffic in the EUI5 in 1995.
Source: European Communities, (1999) MEET — Methodology for Calculating
Transport Emissions and Energy Consumption, European Communities,
Brussels.
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Table 3.10 Reductions in petrol engine emissions due to EURO II-1V, relative to EURO 1/%

Control level (ef0) VOC NO,

Excess cold Hot Excess cold Hot Excess cold Hot
EURO Il 30 5 40 55 55 55
EURO Il 51 24 67 73 73 73
EURO IV 80 62 84 88 88 87

Table 3.11 Reductions in diesel engine emissions due to EURO II-1V, relative to EURO 1/%

Control level CO VOC NO,

PM

Excess cold Hot Excess cold Hot

Excess cold Hot

Excess cold Hot

EURO I 0 0 30 30 40
EURO Il 35 45 5I 51 58
EURO IV 55 56 76 76 79

30 30
51 51
76 76

40
64
84

In the US, there are around 230 million road vehicles, of which 68% are
passenger cars and 26% LGVs. Thirteen percent of the cars, and 19% of the
LGVs, are more than 15 years old. Since legislated and actual emissions have
decreased significantly over that period, overall emissions will again decrease as

these older vehicles are replaced.
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3.1.8 Fuel composition

3.1.8.1 Basic specification

The phasing out of lead additives has created another conflict. Engines have been
designed around the fuel octane rating, which was lowered by the reduction in lead
content (Table 3.12). The octane ratings of unleaded petrol were maintained by an
increase in the proportion of aromatics — as lead content fell from 0.7 to 0.15 g17!,
average aromatic content rose from 28 to 42%, but is currently back down to 35%.
Under the EU Fuel Quality Directive 98/70/EC, tight and very detailed environ-
mental specifications are being introduced for both petrol and diesel which cover
various aspects of combustion and evaporation emissions (Table 3.13).

In terms of overall use, there were 10 kt of lead and 6 Mt of aromatics in UK
petrol in 1985; by 1993 the lead content had dropped to 1600 tonnes while the

Table 3.12 EU environmental specifications for petrol

Parameter Limit by the year 2000 (maximum value
unless otherwise indicated)

Research octane number 95 minutes
Reid vapour pressure/kPa 60.0
Hydrocarbon analysis
Olefins/% viv 18.0
Aromatics/% vlv 42 (35 by 2005)
Benzene/% viv |
Oxygen content/% m/m 27
Oxygenates
Methanol/% viv 3.0
Ethanol/% v/v 5.0
Isopropyl alcohol/% viv 10.0
Tertiary-butyl alcohol/% v/v 7.0
Iso-butyl alcohol/% viv 10.0
Ethers with five or more carbon atoms/% v/v 15.0
Other oxygenates/% viv 10.0
Sulphur/mg kg™ 150 (50 by 2005)
Lead/g I 0.005

Table 3.13 EU environmental specifications for diesel

Parameter Limit by the year 2000 (maximum value
unless otherwise indicated)

Cetane number 51 min

Density at 15 °C/kg m™3 845

Polycyclic aromatic hydrocarbons/% m/m I

Sulphur/mg kg™! 350 (50 by 2005)
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aromatics had risen to 9 Mt. Emissions of benzene, which is carcinogenic, have
been shown to rise from 60 mg km™' for leaded fuel (35% aromatics, 1.5%
benzene content) to 70 mgkm~! for 95 octane ‘premium’ unleaded (40%
aromatics, 2% benzene) and 85 mg km™! for 98 octane ‘super plus’ unleaded
(47% aromatics, up to 5% benzene). The recommended ambient limit for benzene
in the UK is 5 ppb as an annual running mean, and the Government has the
objective of reducing this to 1 ppb as soon as practicable. There has been consid-
erable public awareness of this issue in England, with one supermarket chain
recently offering a ‘low-benzene’ (0.5%) unleaded petrol. Unfortunately, we have
inadequate methods at present for comparing the low-level risks to the population
of toxic materials such as lead and benzene — it is only safe to say that the less we
have of either, the better.

In North and South America the oil industry has taken a different route to
maintain the combustion properties of petrol. The organometallic manganese
compound MMT (methylcyclopentadienyl manganese tricarbonyl) has been
added at much lower concentrations than for lead — typically 18 mg 17!, This
material is emitted as Mn3;O, particles, and about 300 tonnes per year are
currently being used in Canadian petrol. Manganese is both an essential trace
element and a toxic metal which is known to impair neuromotor performance. A
prolonged campaign was fought to ban its use in the USA, which was lost in 1995
because of lack of evidence of its effects at environmental concentrations.
Although there is some public concern, it is not thought to be a health hazard,
since airborne particle monitoring has shown that a guide value of 0.1 pg m™3 is
not exceeded, and only 2% of Mn intake is from the air.

3.1.8.2 Fuel sulphur content

The maximum permitted sulphur content of diesel (for road vehicles) in the EU
fell rapidly from 3000 ppm in 1989 to 350 ppm in 2000, and will fall to 50 ppm
by 2005. Petrol sulphur was limited to 500 ppm in 1993, is 150 ppm in 2001,
and will also fall to 50 ppm by 2005. In the US, diesel S will be reduced from
500 to 15 ppm by June 2006. Actual levels in fuel are already below these lim-
its, and there are emission-control incentives for decreasing the sulphur content
of both petrol and diesel still further — to below 10 ppm. First, NO, emissions
from catalyst-equipped vehicles may be reduced by around 40% when the
petrol sulphur content is reduced from 130 ppm to 30 ppm; second, low-sulphur
fuels enable the use of new generation catalysts which in turn enables more
fuel-efficient engine technology; third, low sulphur emissions reduce the
formation of sulphate nanoparticles (<50 nm) which may have the most
important health effects. The reduction of S from 50 to 10 ppm will typically
reduce particle emission factors by 35 and 20% for petrol and diesel respect-
ively. While all this is going on, of course, it has to be remembered that the
extra refining involves the release of additional CO, which will offset the
efficiency gains at the point of use.
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Ultra Low Sulphur Petrol (ULSP) is currently available at UK petrol stations.
Although it will reduce tailpipe NO, emissions by 5%, this will have negligible
impact on UK air quality. The long-term benefit is that ULSP will enable the
introduction of more fuel-efficient petrol direct-injection engines.

The sulphur content of fuel used in other applications can be far higher than
the figures given above. For diesel used elsewhere (known as gas oil), including
marine diesel used in EU waters, the maximum sulphur content in the EU is being
reduced from 0.2% by mass (2000 ppm) to 0.1% (1000 ppm) in 2008. For fuel oil
used in combustion plants the limit is 1% (10 000 ppm) from 2003. The operator
can also apply for a permit which requires compliance with a sulphur dioxide
emission limit of 1700 mg/Nm? from the same date.

3.1.8.3 Fuel reformulation

For both petrol and diesel fuel, there has been considerable interest in whether
toxic emissions can be reduced by processing the fuel at the refinery. In some
cases the effect is obvious — reducing the benzene content of petrol, for example,
decreases benzene emissions. Addition of an oxygenate decreases CO emissions.
Particle emissions from diesel decrease with sulphur content. Understanding of
both these relationships is already being used to reduce emissions. California has
required the use of a low sulphur (31 ppm), low Reid vapour pressure (51 kPa),
narrow distillation range fuel with reduced aromatics, olefins and benzene and
enhanced MTBE. In other cases the effects are less clear-cut. For example,
increasing the cetane number (an equivalent ignition value) of diesel fuel can
reduce CO and VOC emissions, but increase particle emissions. Overall, it seems
unlikely that fuel reformulation as currently practised will significantly reduce
emissions.

3.1.9 Diesel vs petrol

In recent years, public awareness of environmental issues, the introduction of
lead-free petrol and the good fuel economy of diesel engines have combined
to give diesel a rather green image. Partly as a consequence of these factors,
UK market penetration by diesel cars increased from 3% in 1984 to 20% in
1993, and is expected to reach 30% by 2005. Currently around 8% of the total
UK car fleet is diesel, and this figure is expected to increase to 20% during
the next decade. The popularity of diesel cars varies greatly from country to
country, being influenced by public perception, the price of fuel and the price
differential between diesel and petrol (both fuel and cars). In the US, fuel is
very cheap and the fuel-economy advantage of diesel is not sufficient to out-
weigh the higher first cost and reduced smoothness of diesel engines. In
France, the tax regime results in generally higher fuel costs and in diesel fuel
costing around 65% that of petrol. Potential purchasers of new cars regularly
use their annual mileage to calculate the pay-back period for recovering the
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Table 3.14 Emission factors for petrol and diesel cars

Vehicle type Average on-road emissions/g km™!

cO HC NO, Particles
Petrol, unleaded 27.0 2.8 1.7 0.02
Petrol, TWC 2.0 0.2 0.4 0.01
Diesel 0.9 0.3 0.8 0.15

higher initial cost of a diesel car. As a consequence of these financial incen-
tives, diesel sales in Europe are currently 35% of new car registrations, and
expected to rise to 40% by 2005.

Table 3.14 compares emissions from cars with warmed-up petrol engines (with
and without catalysts) and diesels. One disadvantage of diesel engines is that they
tend to have high emissions from a cold start. The cold/hot ratios for the usual
pollutants are 1-2, similar to those for non-TWC petrol engines and much lower
than those for TWC engines. On the other hand, diesel engines achieve operating
temperature in half the distance of petrol engines.

3.1.9.1 Gaseous emissions

Owing to the excess oxygen in the air—fuel mixture, carbon monoxide emis-
sions from diesel vehicles are lower even than those from petrol vehicles fitted
with TWC. Hydrocarbon emissions are similar, although there is evidence that
those from diesel engines have higher proportions of the light hydrocarbons
such as ethylene and propylene that are important precursors of ozone (Table
3.15). Diesel engines operate on very lean mixtures (up to 20:1), and with pres-
ent technology diesel emissions can only be treated with an oxidation catalyst
(which will convert HC to H,O and CO,, and CO to CO,) but not with the full
TWC (which requires the air/fuel ratio to be very close to stoichiometric).
Hence NO, emissions are higher than from a TWC, although there is an
improvement by a factor of two over the non-TWC exhaust. Nevertheless, the
increasing proportion of diesel cars will eventually offset the reduction in NOy
concentrations being made by mandatory fitting of TWCs to petrol cars. The

Table 3.15 Concentrations of untreated emissions from diesel and petrol engines

Gas Petrol/ppm Diesel/ppm
co 20 000-50 000 2004000
HC 10000 300

NO, 600-4000 200-2000
Aldehydes 40 20
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required breakthrough in this area is the development of a deNox catalyst that
will convert NO efficiently at the high oxygen concentrations found in diesel
exhaust. Prototype versions of such catalysts are being trialled currently, but
do not have acceptable lifetimes or conversion efficiencies (especially when
igh-sulphur fuel is used). Diesel cars are very low emitters of carcinogenic
aromatics such as benzene and toluene, but high emitters of high molecular
weight hydrocarbons such as the PAH (e.g. benzo(a)pyrene). Evaporative
emissions are inherently very low from diesel vehicles owing to the low vapour
pressure of the fuel.

3.1.9.2 Particulate emissions

Petrol-engined cars are usually thought of as negligible particle emitters (except
in the case of leaded petrol), although this is not necessarily the case. The car-
bon particles from leaded petrol are mainly organic rather than elemental,
whereas those in diesel exhaust gases are two-thirds elemental. In the UK, a
‘blackness factor’ has traditionally been used to quantify the different effective-
ness of particles from different sources in reducing the reflectivity when sampled
on to a filter paper. This factor cannot be related to health effects, but bears some
relationship to soiling of surfaces. The scale is based on a factor of one for coal
smoke; particles from petrol combustion have a factor of 0.43, and those from
diesel have a factor of 3 — a ratio of 7. Experimental determinations from an
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Figure 3.13 Particle emissions from petrol and diesel engines.
Source: Airborne Particles Expert Group (1999) Source Apportionment of
Airborne Particulate Matter in the United Kingdom, Department of the
Environment, London.
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urban mix of vehicles in Leeds have given an overall factor of 0.92. In terms
of blackness, typical emission factors of 1.5 and 6 mg (kg fuel)~! for petrol and
diesel respectively become transformed to 0.7 and 18 mg (kg fuel)™! — a ratio
of 26.

Figure 3.13 shows typical particle size distributions (by number) for different
engine types. The old petrol engine peaked at around 30 nm, while the line for the
new petrol engine is hardly visible along the diameter axis. The indirect injection
(IDI) diesel engine gets significantly worse with age, but can be improved greatly
by the use of a particle trap.

3.1.10 Impact of control measures

At the present rate of renewal of the UK vehicle fleet, the petrol-engined
vehicles will have become almost completely catalyst-equipped by 2015. This
change will significantly reduce emissions of CO, NO, and HC. On the other
hand, the proportion of the fleet that uses diesel engines will continue to
increase. First, these vehicles cannot at present be fitted with three-way
catalysts, so their emissions will be uncontrolled. Second, they will have much
higher particle emissions than their petrol counterparts. During the past quarter-
century, the impact of emission controls (amongst other changes) has gradually
been bringing down the concentrations of SO,, CO and NO, in urban areas,
as seen in Figure 3.14 for Geneva. However, the same figure also shows the
increasing trend in O3 concentrations, which have been lower in urban areas but
are now matching rural levels.

Figure 3.15 and Figure 3.16 show predictions of the overdue but nevertheless
dramatic effects of catalytic converters, cleaner fuels and other measures on
vehicular emissions of NO, and PM, respectively. At present, just over halfway
through the time period shown, emissions of these two key pollutants are less than
they were in 1970. By 2025 they will be typically 25-35% of their values in 1970.
The pattern and scale of reduction will be echoed for other vehicular pollutants
such as CO and HCs.

3.1.11 Cleaner vehicle technologies

There is a major ongoing global research effort to try and replace petrol and diesel
fuels with other power sources. This is seen as necessary both to reduce pollutant
emissions and also to keep cars going when the oil runs out.

Electric — electric vehicles were serious contenders with the internal com-
bustion engine in the early development of the motor car. Their clear attractions
of quiet operation and no emissions at the point of use have been offset by one
main drawback — the low energy density compared to petroleum-based fuels has
meant that vehicles have had to be rather heavy, and this has made them
uncompetitive on range and performance. There has been a long period of
research into better batteries — sodium/sulphur and nickel/metal hydride, for
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Figure 3.14 Gaseous pollutant concentrations in and around Geneva.

example, instead of lead/acid — but progress has been slow. In California, where
there is still a serious problem with photochemical pollutants despite over
twenty years of catalyst use, an increasing proportion of vehicles sold will have
to be ‘zero-emission vehicles’ (ZEVs, assumed to be electric). There are still
emissions associated with electric vehicles, but they occur at the power station
rather than at the vehicle itself. Emission factors, which are now expressed as
gram of pollutant emitted per GigaJoule of electricity generated, therefore vary
greatly from country to country, depending on the way the electricity is
produced. Examples of the extreme cases, together with the European average

Source: Cupelin, F. and Zali, O. (1999) ‘Motor vehicle pollution control
in Geneva’, In: D. Schwela and O. Zali (eds) Urban Trdffic Pollution, Spon,

London.

emission factor, are given in Table 3.16.
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Figure 3.16 UK urban road transport PM,o emissions, 1970-2025.

These generation emission factors are divided up amongst the vehicle fleet,
with a proportion being allocated to each vehicle according to its use. The
effective emission factor F for each vehicle type can then be written in the
form

© 2002 Jeremy Colls



Table 3.16 Emission factors from electricity generation

Country Emission factor/g G)~!

Co, co NO, NMHC SO, CH; PM
Norway (mainly hydro) 1700 0.6 28 0.2 37 6 0.2
France (mainly nuclear) 17600 32 6l 32 184 36.1 79
UK (mainly coal and gas) 167800 274 632 20.2 1446 459 70
European average 127400  21.3 326 22.6 745 283 39

F=aV2+bV+c¢c

where a, b, ¢ are coefficients and V is the average vehicle speed in km h™1.

Table 3.17 gives the coefficients for the European average emission factors
from electricity generation. For example, a passenger car travelling at an average
speed of 50 km h™! would have the emission factors given in Table 3.18.

In urban areas there would clearly be a huge reduction in local pollutant bur-
dens if a substantial proportion of the vehicles was electric, because the power
stations are in the country. The arguments are less clear-cut in other ways.
Electricity generation by fossil fuel combustion is only 40% efficient, at best.

Table 3.17 Electric vehicle emission coefficients

Pollutant Passenger cars Light duty vehicles
a b 4 a b C

CO, 0.0233 —3.249 198 0.419 —5.848 356
co 0.0000 —0.001 0.03 0.0000 —0.001 0.06
NO, 0.0001 —0.008 0.51 0.0001 —0.015 091
vOC 0.0000 —0.001 0.04 0.0000 —0.001 0.06
SO, 0.0001 —0.019 1.16 0.0002 —0.034 2.09
CH, 0.0001 —0.007 0.44 0.0001 —0.013 0.79
PM 0.0000 —0.001 0.06 0.0000 —0.002 0.11

Table 3.18 Example of emission factor calculation

Pollutant Electric passenger car emission Petrol passenger car (EURO 1)
factor/g km—! emission factor/g km ™!

CO, 87.2 141

NO, 0.51 0.39

SO, 0.28 -
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While this may be slightly more efficient than individual internal combustion
engines, it will not result in significant reduction of CO, emissions. Unless
DeNox and FGD equipment is fitted to all fossil fuel stations, there may well be
an increase in overall NOy and SO, emissions, although these will be released
from tall stacks in rural areas rather than from exhaust pipes.

Hybrid — the need for a combination of low emissions in congested urban areas
and extended range out of town has prompted the development of hybrid vehicles,
in which electric and conventional power work together. The electric motor can
also act as a generator, so that when the vehicle is braking some energy is recov-
ered and stored in the battery.

Hydrogen — there is increasingly vocal lobby to make hydrogen the fuel of the
future. Burning hydrogen creates water as the major waste product. There is no
HC, CO, CO, or particle production, although there is some thermal NOj if air is
used to supply the oxygen. If the hydrogen is made from petrol, gas or biomass,
then there are substantial emission possibilities at the point of manufacture. If it
is made by the electrolysis of water, then energy of some type will have to be
used. Although the use of hydrogen in the internal combustion engine would
reduce emissions, the engine itself is only 20-25% efficient and even greater
emission reductions would be obtained by the use of fuel cells and electric
motors.

Fuel cell — electricity is generated directly from the low-temperature chemical
reaction of hydrogen and oxygen. In the front-runner proton exchange membrane
(PEM) cell, a thin polytetrafluorethylene (PTFE) membrane is sandwiched
between an anode, where the fuel enters, and a cathode to which oxygen (from
air) is supplied. The membrane has been treated to make it permeable to protons,
but not electrons. The hydrogen atoms split into their constituent protons and
electrons, and because the former are separated by the membrane, the latter are
driven round the external circuit to power a motor or other device. Current fuel
cells obtain power densities of 1.5 kW 17!, which is marginal if enough power
output is to be fitted within a car engine compartment. However, this power
density is increasing, and the fuel cells already operate at twice the efficiency of
the internal combustion engine. A variety of fuels can be used to supply the
hydrogen, with the leading contender being liquid organic fuels such as methanol
and liquified natural gas (LNG), from which the hydrogen is recovered in situ
using a reformer. Ideally, a hydrocarbon should be used that produces maximum
hydrogen for minimum carbon dioxide, and methane has the highest H/C ratio of
all the hydrocarbons. Potentially, pure hydrogen could be stored and used, but this
would demand an even bigger change in society infrastructure for the generation,
delivery and storage of the gas. Hydrogen does not liquify until the temperature
is below —253 °C, so could only be stored on board as a highly compressed gas.
The state-of-the-art vehicle at present stores about 80 1 of hydrogen on board at
pressures up to 355 bar, giving the car acceptable but not startling performance
and a range of up to 250 km. If the hydrogen is obtained from hydropower this
would sever the link with fossil fuels and greatly reduce emissions of both CO,
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and air pollutants. Estimates have shown that gasoline CO, emissions could be
reduced by 70% overall by the use of hydrogen produced from the large-scale
reforming of natural gas. Larger reductions would require the energy for the
hydrogen production to be generated by greener means such as solar, wind or
hydropower. Eventually, we can imagine a hydrogen-based economy with the
fuel being generated from the water and electricity at hydroelectric power
stations. Dream on!

3.1.12 Alternative fuels

Whereas the cleaner technologies described in the previous section all require
a radically different engine, there is a parallel development of alternative (non-
petroleum) fuels that are intended to be used in a conventional engine but to have
particular advantages over conventional fuels.

Natural gas — predominantly methane (75-95%) plus ethane (5-20%),
propane (3—20%) and butane (1-7%). Used either in single or dual-fuel spark-
ignition engines, when they can be swapped with diesel. CO, NO, and particle
emissions are reduced, HC are increased, and fuel consumption is about the same.
The A window is smaller than for petrol engines, so that it is harder to maintain
TWC efficiency.

Methanol — methanol (CH;OH) is a good fuel for lean-burn ‘petrol’ engines.
It has a high octane number and low vapour pressure (hence low evaporative
emissions). It can be manufactured from a range of feedstocks — natural gas,
crude oil, biomass and urban refuse. However, it has so far failed to live up to its
promise. The high heat of vaporisation makes it difficult to vaporise fully in the
combustion chamber, so that 10-15% petrol has to be added to ensure reliable
cold starting. This offsets the emission advantages of pure methanol, which emits
less CO, HC, NO, and CO, than petrol. However, the ability to make methanol
from non-fossil resources is a major advantage. Emission problems with
formaldehyde and unburned methanol have been found.

Ethanol — major programmes have developed ethanol (CH,OH) as a vehicle
fuel in some countries — notably in Brazil, where it is made from sugarcane
wastes. It can be used alone or blended with petrol. In fact, it was the fuel
recommended by Henry Ford for the Model T. Today, around 4 million cars (one-
third of the fleet) run on ethanol in Brazil. In 1996-1997, 273 Mt of sugarcane
were used to produce 13.7 Mm? of ethanol (as well as 13.5 Mt sugar). It has
similar operational advantages and disadvantages to methanol, and emissions are
not significantly reduced.

Biodiesel — biodiesels are fuels derived from renewable lipid feedstocks, such
as vegetable oils and animal fats, or from the fermentation of vegetable matter.
In a process called esterification, the large branched triglyceride lipid molecules
in oils and fats are broken down into smaller chain molecules (esters and
glycerol). The glycerol is removed, and the remaining esters are similar to those
in petroleum diesel. They are not a new idea — Rudolf Diesel demonstrated in
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Table 3.19 Emissions due to alternative fuels

If you replace CcoO HC NO, PM

Petrol by natural gas in an Decreases Increases Decreases n/a
LDV with catalyst (0.4-0.5) (1.5-2.0) (0.4-0.6)

Petrol by methanol in an No change Decreases Decreases nla
LDV with catalyst 0.7-1.1) (0.5-0.8) (0.8-0.9)

Diesel by methanol in Decreases Decreases Decreases Decreases
HDV (0.5-0.8) (0.4-0.6) (0.4-0.75) (0.1-0.2)
Diesel by biodiesel in Decreases Decreases Increases No change
HDV (0.75-0.8) (0.2-0.8) (1.1-1.2) (0.6-1.2)

1900 that his engine would run on groundnut oil. They have received much press
and research attention because of the perceived advantages of growing fuel
sustainably rather than using up fossil supplies, especially if this could be
combined with lower emissions (Table 3.19). Again they have not yet fulfilled
their promise. It is more difficult to make a biofuel diesel engine run smoothly
and start reliably, and emission performance is not startling.

In general, emissions of regulated air pollutants are reduced. Whether these
alternative fuels become widely adopted depends on the economics of production
and distribution, as well as on air quality. There are major side issues, such as the
fertiliser use which is necessary to achieve high plant productivity.

Dimethyl ether (DME) is a liquified gas with handling characteristics similar
to propane and butane, but with a much lower autoignition temperature. Hence it
is suitable as an alternative fuel for diesel engines. The DME molecule consists
of 2 methyl groups separated by an oxygen atom (H;C-O-CHj3). On a large scale,
DME can be produced in a similar manner to methanol via synthesis gas (a mix-
ture of CO, CO, and H,) from a variety of feedstock including (remote) natural
gas, coal, heavy residual oil, waste and biomass. Particulate emission is very low,
because of the absence of carbon—carbon bonds and the significant oxygen
content. Formation of components such as PAH and Benzene, Toluene, Xylene
(BTX) is reduced. Low NOy emission is possible through fuel injection ‘rate
shaping’ and exhaust gas recirculation.

3.2 TRAINS

Even within a rather compact and uniform region such as the European Union
(EU), there is a great range of train types and operating regimes. The motive
power may be either electric (so that the emissions are from power station point
sources) or diesel electric (emissions from the train itself). The powers, weights
and duty cycles of the trains and engines all vary greatly. As a consequence,
the emission factors vary by an order of magnitude, and the calculation of total
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emissions needs detailed knowledge of train operating parameters, including
factors such as mean distance between stops. Such calculations usually start with
an estimate of energy consumption in kJ per tonne - km, which is independent of
the motive power. This is then multiplied by the appropriate emission factor. The
diesel engines used on diesel-electric trains are quite similar to those used on
HGVs, and emissions will be reduced by similar proportions by the application
of EURO I III and IV technology.

The MEET Report calculated the following emission factors for all EU trains
in 1998 and 2020 (Table 3.20). It was expected that the share of traffic powered
by electricity would increase from 65 to 80% over this period, although a much
lower proportion of the rail network would be electrified. It can be seen that
electrical power generation leads to higher SO, emissions than diesel because of
the higher sulphur content of the fuel; that other emissions are generally lower
from power stations, and that both sources will be reduced by new fuel standards
and emission controls.

In the UK, the Department for Transport, Local Government and the Regions
(DTLR) specifies locomotive emission factors so that local authorities can

Table 3.20 EU train emission factors

Pollutant Electrical power generation Diesel locomotive emissions

g (KW h) ! g (kW )

1998 2020 1998 2020
SO, 27 0.8 1.0 0.03
NO, 1.2 0.35 12 35
HC .1 0.55 1.0 0.50
CcO 0.08 0.04 4.0 0.50
PM 0.14 0.07 0.25 0.08

Table 3.21 DTLR locomotive emission factors*

Train type Pollutant
Cco NO, PMio SO, HC

Pacer (diesel) 10.1 12.8 0.1 1.8 0.5
Sprinter (diesel) 1.4 19.2 0.1 1.3 0.7
Inter-city 125 high speed train 28.1 97.4 85 16.3 15.1
Class 47 locomotive plus seven

passenger coaches 399 127.6 5.1 13.1 1.6
Class 37 freight (per

locomotive, typical load) 245 51.8 5.1 15.1 12.6
Note

% Units in g km™' per powered vehicle unless otherwise stated.
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compute emissions in their regions. The currently-recommended values are given
in Table 3.21.

In the US, where locomotive diesel engines are unregulated and have very high
NO, emissions, they account for about 10% of mobile source emissions of this
gas. Emission factors are in the range 80-110 g (kg fuel)™!, which is about three
and ten times the corresponding values for the HGV and LGV fleets respectively.
Future regulation will reduce these emissions by 55% after 2005.

3.3 SHIPPING EMISSIONS

There are around 86 000 ships in the world fleet, of which about half are cargo
vessels, a quarter fishing vessels and 10% tugs. Shipping generally uses rather
poor-quality diesel-type fuels variously termed bunker fuel oil (BFO, a heavy
residue from petroleum refinery processing), marine gas oil and marine diesel oil
(MDO). Large ships such as container ships, passenger ships and ferries typically
use 60-80 tonnes of fuel each day, while at the other end of the size spectrum
fishing vessels would use under a tonne per day. The calculation of emission
factors involves a comprehensive accounting for shipping fleets in terms of fuel
use and duty cycle (Table 3.22). There are good data available on tonnage and
fuel use from organisations such as Lloyd’s Register. The most sophisticated
models allow for the different phases of a vessel’s trip, such as berthing, cruising
and manoeuvering, with specific emission factors for each.

Hence a medium-sized ferry, powered by medium speed diesel engines,
burning 20 tonnes of 1% S fuel each day, and having a 50% duty cycle, will emit
annually around 200 tonnes NO,, 25 tonnes CO, 11 000 tonnes CO,, 8 tonnes
VOCs, 4 tonnes PM and 70 tonnes SO,.

Although BFO may be up to 3% S, the sulphur contents of marine fuels are
being reduced by legislation. Directive 93/12/EEC set a limit of 0.2% for the
sulphur content of gas oils and 1% for fuel oils. The International Maritime

Table 3.22 Shipping emission factors (kg (tonne fuel)~') for different engine types

Engine type NO, CO CO, vOC PM SO,
Steam turbines (BFO) 6.98 043l 3200 0.085 2.50 205"
Steam turbines (MDO) 625 0.6 3200 0.5 2.08 20S
High speed diesel engines 70 9 3200 3 1.5 20S
Medium speed diesel engines 57 74 3200 24 1.2 20S
Low speed diesel engines 87 74 3200 24 1.2 208
Gas turbines 16 0.5 3200 0.2 I.1 20S
Note

# In the table above, S is the sulphur content of the fuel expressed as per cent by mass. Hence there
would be S kg sulphur per 100 kg fuel, and 10S kg per tonne fuel. If all the S were emitted as SO,,
there would be 20S kg SO, per tonne fuel, because the molar mass of SO, is twice that of S.
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Organisation is also introducing global limits for sulphur content, sulphur
emissions, and NO, emissions. This reduction is overdue, since shipping
emissions fall outside the remit of, for example, the Gothenburg Protocol, and
have not been effectively controlled. With the ongoing reduction in land-based
emissions, the maritime S emissions have now taken on a more significant aspect.
For example, North Sea shipping emissions alone in 1990 were similar in
magnitude to the entire UK emission ceiling for 2010 set in the Gothenburg
Protocol. Cost-effective measures to reduce acid deposition in continental Europe
will include reductions to the S-content of bunkering fuels.

3.4 AIRCRAFT EMISSIONS

There has been sustained growth in civil aviation for the last 50 years, and it now
plays a major role in global freight and personal transport. Today there are around
15 000 commercial aircraft operating over routes of around 15 million km, serv-
ing 10 000 airports and carrying 1.4 billion passengers each year. In 1995 a total
2500 billion revenue passenger km (RPK) were flown. Around 40% by value of
the world’s exports are transported by air. Demand has grown at around 5% each
year during the last 20 years, and is expected to grow at a similar rate over the next
15, so that by 2015 there will be 7000 billion RPK flown. Predictions even further
ahead are less certain, but estimates of around 25 000 billion RPK by 2050 have
been made. This growth is expected to require a further 2—4 000 new airports.
Because passenger and freight transport is concentrated over a relatively small
number of high-density routes in and between Europe and North America, the fuel
burned and resulting emissions are unevenly distributed as well (Figure 3.17).

The propeller-based fleet of the 1950s and 1960s was superseded by jets and
then by turbofans. Cruise speeds have increased from 100 knots to 500 knots, and
cruise altitudes for long-haul flights from 3 km for propeller-powered aircraft to
10-13 km today. The height increase has been designed mainly to reduce drag
forces (and hence fuel consumption) and is environmentally significant because
it means that a substantial proportion of the emissions is released into the strato-
sphere, where the increased atmospheric stability and reduced role of washout
and rainout give the emissions a much longer residence time. Figure 3.18 shows
the improvement in efficiency that has occurred over the last 50 years. During the
period 1950-1997, average fuel efficiency (as measured by aircraft seat km per
kg fuel) increased by 70%, and this is expected to be followed by a further 45%
improvement by 2050. Aircraft fuel burn per seat has also decreased by about
70% during the period of jet passenger flight.

In addition to the commercial flights discussed above, flights are made by
some 55 000 military aircraft (combat, trainer, tanker, transport), although the
proportion of military flights has been falling and will continue to do so.

Aviation fuel currently makes up 2-3% of total fossil fuel consumption, which
corresponds to 20% of all transportation fuel, with 80% of this used by civil
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Figure 3.17 Global distribution of aviation fuel consumption.
Source: Intergovernmental Panel on Climate Change (1999) Aviation and the
Global Atmosphere, Cambridge University Press, Cambridge.

aircraft. All these aircraft emit the usual range of combustion gases and particles
into the atmosphere either at the airports, in the troposphere or stratosphere, and
the pollutant burden has therefore been increasing too.

3.4.1 Emission calculations

Calculation of overall emissions, as with other sources, requires a detailed inven-
tory of aircraft in use, flight patterns and emission factors. Operations such as
taxing should be included. Taking off (and, to a lesser extent, landing) may be
especially important because the engines are operated at high power and the
emissions are released close to the ground.

Aircraft emission factors for different operational modes are given in Table
3.23. The emission indices for CO, and H,O are simply those for stoichiometric
combustion of kerosene (paraffin) which is the universal aviation fuel and of
fairly uniform composition. All jet fuels are composed primarily of hydrocarbons
as a blend of saturates, with no more than 25% aromatics. A fuel may contain up
to 0.3% S by weight, although the general level is less than 0.1% and falling, with

© 2002 Jeremy Colls



Comet &

100

B707-320
00 BI07-120 QO Des-30
BOTIN & wlpoxw OV Engine Fuel
Bro7-1208 [F OO, OL)LM.\ Consumption
: BI07-3208
|0 DCE-61
_ 7 BT4TSP  B747-100B
; - BT07-1208 BT47-100 - A E A
3 m!ﬂ o SvCiom BI04 pra7200p @D B30 747400
=) - pe
5] B BT07-3208 8 AZ03000) O AJNN0,
2 AID0-600R (o
2 AM0-300~  BTTT-200
=& DCR-63m
% DCI0-30
& 8747100 s @ L] ®p7475pP Aircraft Fuel
B747-200 Burn per Seat
40 :
B747-1005'% WBTAT-200B  mA300-600R
WRT47-300 a,
A310-3008 u| Aso0
30 BT4T-400 = A330. 300" ——
BT7T.200 |
20 : )
1950 1960 1970 1980 1950 2000

Year of Model Introduction

Figure 3.18 Reductions in engine fuel consumption and aircraft fuel burn per seat,

1950-1997.

Source: Intergovernmental Panel on Climate Change (1999), Aviation and the
Global Atmosphere, Cambridge University Press, Cambridge.

Table 3.23 Typical emission indices (g kg~') in different operational

modes
Species Operating mode
Idle Take-off Cruise

CoO, 3160 3160 3160
H,O 1230 1230 1230
co 25 (10-65) <l 1-3.5
HC (as CH,) 4 (0-12) <0.5 0.2-1.3
NO, (as NOy)

Short haul 4.5 (3-6) 32 (20-65) 79-11.9

Long haul 4.5 (3-6) 27 (10-53) I1.1-154
SO, 1.0 1.0 1.0

average reported values in the range 0.04—-0.06%. Emissions of NO,, CO, HC and
soot, as with other fuel-burning devices, are strongly influenced by operational
factors such as power setting and the inlet air-conditions. At low power, the
engine is running cool, air—fuel mixing is least effective and CO/HC emissions
highest. At full power, combustion temperatures are higher and the endothermic
NO, production greater. In principle there is scope for reducing emissions by
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Table 3.24 Annual total fuel consumption and pollutant emissions in 2050

Approx traffic/10° RPK Fuel burned/Tg CO,/Tg C NO,/Tg NO,
20000 800 800 I
40 000 2000 1700 14

varying fuel composition. For example, a fuel with higher H:C ratio will produce
less CO,. In practice, aviation kerosene is such a uniform composition around the
world that there is little room for manoeuvre.

Emission data for each engine type are available from the International Civil
Aviation Organisation (ICAO) Engine Exhaust Emission Databank. European
emissions have been computed in a standard format from

TEP = EESEj,p,r X ]vj,r
rp
where
Dy(A)
SEi,. = j FC(D,) X EIj’p(Dr)dDr
D,(A)

TE, is the total emission of pollutant p (kg per period), SE, ; is the specific emis-
sion of pollutant p from aircraft/engine combination j on route r (kg per aircraft),
Nj;; is the number of aircraft of category j on route r during the period, FCi(D,) is
the fuel consumption of aircraft in category j (kg km™1), EIL (D) is the emission
index for pollutant p from category j (kg of pollutant per kg fuel), D, is the
distance between airports on route r, D,(A) — D(A) is the distance flown within
area A.

Table 3.24 shows the total emissions of CO, and NO, from aircraft (depend-

ing on the growth scenario) predicted by 2050.

3.4.2 Aerosol precursors

The exhaust plume of a jet aircraft contains around 10!7 particles per kg of fuel
burned, plus gaseous combustion products. These together constitute the precur-
sors from which the particulate aerosol is constructed. Three distinct families of
particle are formed: volatiles, non-volatiles (soot/metal) and ice/water (contrails).
The volatile particles, which are only 1-10 nm in diameter, form initially from
sulphuric acid, ions such as NO;, and water vapour. Due to their small diameters
they grow rapidly by coagulation and uptake of water vapour. Figure 3.19 shows
particle size distributions in jet aircraft exhausts.
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Figure 3.19 Particle size distributions in jet aircraft exhaust.
Source: Intergovernmental Panel on Climate Change (1999) Aviation and
the Global Atmosphere, Cambridge University Press, Cambridge.

The smallest diameters (neutral mode) are formed by homogeneous nucleation
of hydrated sulphuric acid molecules, and the next larger mode (ion mode) by
rapid scavenging of charged molecular clusters by chemi-ions. These particles are
not constant once they have been formed, but interact with others from the three
families by coagulation, freezing, condensation and evaporation. Although the
total aerosol emission is small in comparison to ground-level sources, the effects
may be disproportionate due to the high release altitude.

Soot includes all primary, carbon-containing particles generated from incom-
plete combustion in the engine. Soot formation in gas turbines is complex and not
yet fully understood. A simplified scheme is believed to involve the formation of
nucleation liquid droplets with high carbon:hydrogen ratios, which then undergo
rapid surface growth to form small soot particles. Some of the latter are charged
and grow by aggregation to form soot. Soot emissions are specified on a mass
basis (typically 0.04 g/kg fuel), and measured as smoke number, but neither of
these measures involves the size distribution which is critical for environmental
impact. Recent measurements have shown that the size distribution is log-normal
and peaks at 20-30 nm, with concentrations of order 10°~107 cm ™3, representing
10'4-10" particles per kg fuel burned. The particles are nearly spherical and have
diameters of 20-60 nm. Although initially separate, they soon aggregate into
chains.

The sulphur content of aviation fuel is typically 400 ppm (i.e. 0.4 g S/kg fuel).
Most fuel sulphur is expected to be emitted as SO,, with 2—-10% in the higher
oxidised forms of H,SO, and SO;. The turbofan uses the hot exhaust gas flow to
drive a fan which draws a ‘bypass’ flow through the engine and contributes to the
thrust. The bypass ratio has been raised to increase engine efficiency, and
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along with this trend the combustion temperatures and pressures have also been
increased. These high-bypass, more fuel efficient engines reduce CO, and H,O
emissions (due to greater fuel efficiency), and also HC and CO emissions.
However, NO, emissions are increased, and there is an inevitable trade-off.

3.4.3 Contrails

If the thermodynamic conditions are right, some of the water vapour forms
condensation trails (contrails) of liquid/ice condensate. The relative humidity is
elevated in the plume anyway because of the high water vapour content of the
exhaust gases. As the plume cools it mixes with the ambient air. If cooling
predominates, the temperature falls below the local dewpoint and condensation
occurs. If mixing predominates, the dewpoint falls faster than the temperature and
no condensation occurs. The activation temperature for contrail formation from
exhausts of current engines is about 220 K (—53 °C). As engines are made more
efficient, more of the fuel energy is used to propel the aircraft, and less to heat the
exhaust gases. Hence the exhaust gas temperatures are closer to their dewpoint,
and contrails are formed at higher ambient temperatures and over a larger range
of altitudes. As efficiency has been increasing and specific fuel consumption
decreasing, the critical altitude at which contrails will form in saturated air has
decreased from around 8.5 km to 7.7 km.

The ice particles nucleate on exhaust soot and volatile particles. These will
usually evaporate rapidly (seconds to minutes) into air of low relative humidity;
while they do so they change the size and composition of the remaining liquid
aerosol particles. If the relative humidity is above the ice saturation, the contrails
can persist and grow by further deposition of ambient water vapour onto the
crystals. Eventually the ice water content of the cirrus crystals is around 100
times the original exhaust water mass. In this sense the exhaust particles are
‘seeding’ the process. The cirrus can then have a significant impact on atmos-
pheric transparency, which affects visibility, amenity and global heat budget.

Contrails are not visible until the exhaust is about 50 m behind the aircraft. This
takes around 250 ms, during which the ice crystals grow large enough to give the
plume a visible opacity. Persistent contrails have similar properties to cirrus
clouds, which are characterised by large ice crystals that have significant terminal
velocities and fall out of the cloud to give it a feathery edged appearance. Since
aged contrails are indistinguishable from cirrus, it is hard to quantify their occur-
rence after they have lost their original linear structure. Correlations with fuel use
have indicated that cirrus cover is increased by around 4% on average for the high-
est rates of fuel use above an altitude of 8 km. Although the modelled global mean
cover is only 0.1%, the occurrence is naturally concentrated on the high density
airline routes in and between North America and Europe (93% of aviation fuel is
used in the Northern Hemisphere), where the local cirrus coverage can rise to 10%.

The increase in high-altitude cloud cover may contribute to the recorded
decrease in diurnal surface temperature range that has been seen on all continents,
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although changes in other parameters such as aerosol loading and cloud height
would also be implicated. High-flying aircraft can also disturb existing natural
cirrus cloud, to which the exhaust adds additional freezing nuclei to enhance
crystal production. Contrails in general will cause both a negative shortwave flux
change (due to reflection of solar radiation) and a positive longwave flux change
(due to absorption of upgoing terrestrial radiation). The net change due to 100%
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Figure 3.20 Predicted contrail radiative forcing in 1992 and 2050.
Source: Intergovernmental Panel on Climate Change (1999) Aviation and the
Global Atmosphere, Cambridge University Press, Cambridge.
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cirrus cover is estimated to be +50 W m™? at the top of the atmosphere. When
allowance is made for the small proportion of the Earth’s surface which is directly
affected by contrails, the maximum calculated forcing is around 0.7 W m™2,
which is similar in magnitude to other terms due to greenhouse gases and aerosol
(see Chapter 11). The IPCC has calculated the likely changes in both the contrail
cover and the resulting radiative forcing by 2050; the significant increases are
shown in Figure 3.20

3.4.4 Dispersion of aircraft emissions

The normal cruise heights of medium and long-haul aircraft are between just-
below and just-above the tropopause, and the height of the latter changes with
latitude and season. Since the troposphere and stratosphere have very different
mixing environments, predictions about plume dispersion vary from case to case.
After release from the engine, the jet aircraft exhaust wake passes through three
distinct regions in which mixing affects the potential impact of the constituents
on the atmosphere. In the jet and wake vortex regions, which take up to 10 s and
10-100 s respectively, mixing is suppressed and only a small amount of ambient
air is entrained. Hence high concentrations of emitted species react with small
proportions of ambient air at rather elevated temperatures. When the wake vortex
disintegrates, the plume region extends over a timescale between minutes and
tens of hours and a distance scale up to thousands of km. Here the plume mixes
into the ambient air in a Gaussian manner. During this process it may grow to
50-100 km in width and 0.3—1.0 km in height, with an eventual dilution of 108.
Throughout this dilution process photochemical reactions and particle condensa-
tion and coagulation will further change the pollutants that had been emitted
initially. NO,, sulphur oxides, soot and water all have the potential to affect the
concentration of atmospheric ozone. The effects do not necessarily act in the
same direction. For example, increases in NO, in the upper troposphere and lower
stratosphere are expected to increase ozone concentrations, whereas sulphur and
water increases are expected to decrease ozone. Higher in the stratosphere, NOy
increases will decrease ozone. So far, however, there is no direct observational
evidence that aircraft movements have affected ozone. Aircraft emissions are
calculated to have increased NO, at cruise altitudes by some 20%, although this
change is substantially smaller than the observed natural variability. The effect is
mainly a contribution to global warming; it is estimated that the small amount
of NO, emitted into the free troposphere by aircraft (only about 3% of total
emissions) generates global warming equal to that of the surface emissions.

3.4.5 Airport emission standards

Aircraft movements are concentrated at airports, where the emissions are closest
to the surface and most likely to be noticed and to have effects on people and the
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Figure 3.21 1CAO landing and take-off cycle.
Source: Intergovernmental Panel on Climate Change (1999) Aviation and the
Global Atmosphere, Cambridge University Press, Cambridge.

local environment. The ICAO has drawn up measurement procedures and
compliance standards to control pollutant emissions from aircraft in the vicinity
of airports. These cover soot (measured as smoke number), HC, CO and NO,.
The basis of measurement is the landing and take-off (LTO) cycle, which is
illustrated in Figure 3.21.

Emissions are measured for appropriate power settings (approach 30%, taxing
7%, take-off 100% and climb-out 85%) then summed over the cycle, weighted by
the time spent in each mode. Finally, the mass of pollutant released is normalised
by dividing by the engine thrust in kN for comparison with the ICAO standards.
As with motor vehicle emissions, the standards are being gradually tightened to
improve emission performance. In the UK, DTLR has calculated emissions
from specific airports based on their workload, fleet make-up and other factors
(Table 3.25).

3.5 DIFFERENT MODES OF TRANSPORT

Comparisons between the air pollution implications of different transport modes
are also of interest. Which comparisons are relevant depends partly on the route
length and terrain. Long-distance passenger travel is dominated by aircraft, but
most freight is carried on the surface. Trains compete with aircraft on land-based
trips of up to several hundred kilometres. Roads and railways compete over shorter
distances. Ships are involved at all distances, but need water. Ships also have
specialist niches such as ferries and long distance movement of freight and raw
materials. The air pollution impact can be quantified in various ways. We have
seen how the overall emission or emission factor can be calculated per car, per
train etc. In order to compare emissions per passenger-km (or per tonne-km for
freight) we also need to know the capacity and load factor (proportion occupied).
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Table 3.25 UK airport emissions (tonne a~')

SO, NO, coO coO, NMVOC Benzene Movements Annual Annual Fuel use
per year arrivals departures

City I 19 23 24914 3 0 16 945 8505 8440 2107
1994—1995
Gatwick 1417 2626 1608 543 569 613 12 186 005 93296 92709 97 277
1994-1995
Heathrow 6666 5060 4275 1280312 926 18 438113 219 147 218965 322988
1994-1995
Liverpool 3 36 482 138283 33 | 94 049 47 454 46 595 4532
1995
Bristol 3 71 173 79 846 14 0 54 305 26 885 27 420 5129
1994—
1995
Man- 37 899 847 47 523 223 4 162 620 80 900 81721 63859
chester
1994—-1995
Birmingham 6 165 329 8381 46 | 69 104 NA NA NA
1994
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Table 3.26 Emissions due to different passenger transport modes

Mode CO,/g (passenger km)~! NO,/g (passenger km)™!
Air 125 0.4

Rail 20 0.05

Road 70 0.23

Table 3.27 Emissions due to different cargo transport modes

Mode CO,/g (tonne km) ™! NO,/g (tonne km)~!
Water 65 0.83
Train 42 0.08
Road 92 0.8l

Typical rail journeys work out at about 40% of the emissions of the various
regulated pollutants per passenger km, compared to those from a petrol-engined
car conforming with EURO I. The MEET Report considered the CO, and NO,
emissions created by two typical trips in Europe. First, a passenger travelled
from Vienna to Rome by air, rail or road (Table 3.26). Trains were the clear win-
ner. Second, a freight cargo was moved from Rotterdam to Zurich by water
(mainly), train or road. Again the train is the winner (Table 3.27), especially for
NO, emissions. The inland water transport carries far more than a goods vehicle,
and is more fuel efficient. However, the emission per tonne of fuel from the ship
engine is also much higher. In practice the decisions on what transport mode to
employ are rarely made on pollution grounds, but on speed, cost or convenience.
For example, the freight cargo had to be transhipped by road for the last part of
its journey by either water or rail.

In terms of the CO, emitted per passenger km, long-haul aircraft are similar
to passenger cars at 30—40 g C per passenger km. However, one long-haul flight
can cover as many km in a day as the average car covers in a year, so the total
emissions must be considered. For freight, aircraft cannot compete. Air freight
transport generates 100—1000 g C per tonne km, as against 1-10 for ships, 1-20
for trains and 10-100 for HGVs.
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Chapter 4

Measurement of gases and
particles

So far we have discussed the emission and control of trace gases and particles. In
this chapter we will look more closely both at how to sample them correctly and
how to measure their concentrations. Trace gases, by definition, normally have
concentrations in the ppb and ppt ranges, and therefore require more specialist
techniques and sensitive methods than those in general use for gases such as
water vapour or carbon dioxide that occur at percentage or ppm concentrations.
Although filtration provides the simplest method of measuring particles, other
techniques enable real-time measurements, or size distributions, or chemical
analyses to be made. For both gases and particles, correct sampling is important
to avoid corruption of the ambient concentration.

4.1 METHODS OF DESCRIBING POLLUTANT
CONCENTRATION

As with many variable quantities, a wide variety of methods is in use for describ-
ing the amount of material present. Suppose that we have a continuous record of
concentration measurements of one pollutant at one location, taken every minute
for a year. This would give us 525 600 individual values. Although this is a
comprehensive data set, it is not a lot of use in this form. We must process the
data and present it in such a way that the information we want is made clear with-
out having to wade through the half-million values each time. We might wish to
decide, for example, on the effects that might result from the pollutant, or
compare the concentration record with previous records from the same location
or with records from other locations. In the remainder of this section, a brief
description is given of the common methods in use for describing pollutant
occurrence. In Chapter 7, these methods are used on a real data set.

The most straightforward measure of such a signal is the time-weighted
average — the arithmetic mean of all the original 1-min values. This gives us a
single value with which to represent the concentration record. It does not tell us
anything about changes during the course of the year, or about the magnitude or
duration of either high or low episodes.
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The next stage of processing might be to average the 60 values from each hour,
and to plot these out as a complete sequence for the year. A 1-h average is usually
regarded as being free from atypically short-term spikes. Such a record would
also help to clarify any annual cycles due to changes in source strength or
dispersion meteorology, although it is likely that many such annual cycles would
need to be averaged to smooth out random variations.

If a systematic daily variation is suspected, as with ambient ozone concentra-
tions or pollutants due to vehicle movements, then this can be clarified by cal-
culating the average concentration during each of the 24 h of the day from all 365
available values. Naturally this process can be refined to give weekly, monthly or
seasonal means.

Many air pollutant concentrations are highly variable, with a low average and
a large range between near-zero minimum values and maxima during episodes.
Furthermore, effects on organisms such as people and plants often depend on
short episodes of high concentration. How can we summarise this breadth? The
standard method is to examine the frequency distribution of the data, by making
a tally of the numbers of hourly or daily means that fall in the ranges 0-4, 5-9,
10-14...ppb, for example. The number in each range is then converted to a pro-
portion or percentage of the total number of readings — this is the frequency. A
common result of such an analysis of air pollutant concentrations is that the data
approximate to a log-normal frequency distribution — the log of the frequency is
normally distributed with concentration. This fact has certain implications for the
way in which the data are summarised, and a new set of statistical values must be
used. The geometric mean replaces the arithmetic mean, and the geometric
standard deviation replaces the standard deviation.

If all the proportions within each concentration range are summed and plotted
against concentration, we have the cumulative frequency distribution. This is
sig-moidal on linear scales, but can be transformed to a straight line on log-
probability axes. The gradient of this line then gives the value of o. From the line
itself we can derive the proportions of the time for which any particular con-
centration is exceeded, or the concentration exceeded for certain proportions of
the time (e.g. 50%, 10% and 2%). The latter values are often used in pollution
control legislation.

The various parameters that can be identified from a given distribution are
strongly correlated. For example, the 98 percentile hourly-mean NO, concentra-
tions measured by UK urban monitors have been consistently around 2.3 times
the corresponding annual means.

If the record is averaged over different periods, it is often found that ¢,y , the
maximum average over any period ¢, is related to the 1-h maximum by an equa-
tion of the form

Cmax,t — Cmax,h I

where q is an exponent with a typical value of —0.3.
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For example, if cpay, 11 (the maximum 1-h average) = 100 ppb, then cpay | day
(the maximum 24-h average) = 100 X (24)~%3 = 39 ppb and Cjnax. | month = 100
X (720)793 = 9 ppb.

4.2 SAMPLING REQUIREMENTS
There are many different reasons why air samples might be needed:

e Determination of community air quality as related to local health, social and
environmental effects — for example, NO, measurements in an urban area.

e Investigation of the influence of specific emission sources or groups of
sources on local air quality — for example, CO near a motorway interchange.

e Research into dispersion, deposition or atmospheric reaction processes — for
example, measurements to validate dispersion software using the Gaussian
dispersion equation.

Before any sampling and measurement programme, the objectives must be
defined clearly. These will in turn lead to specifications of sample point locations,
frequency of measurement, and other factors. There are no fixed rules on any of
these aspects — it is down to experience and common sense. Sample inlets will
normally be away from surfaces such as walls and hedges that might affect the
concentration. For human relevance, they will usually be at about 2 m above the
ground; however, lower heights will be appropriate for babies or children, and for
growing vegetation the inlet may need to be adjusted periodically to remain close
to, but not within, the growing canopy. There should be no major obstructions, or
interfering local sources, close upwind. The site must be both accessible and
secure from large animals or vandalism.

4.3 GAS SAMPLING

Most measurement methods require the pollutant, or the air containing the pollu-
tant, to be sampled. The purpose of sampling is to get some air to the analyser
without changing the concentration of the gas to be measured, and in a condition
that the analyser can accept. We can divide the available methods into three
categories: pumped systems, preconcentration and grab samplers. There are also
combinations of these.

4.3.1 Pumped systems

A sample is drawn continuously from the ambient air and delivered directly
to the analyser (Figure 4.1). Sampling the gas will involve the inlet itself
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Figure 4. Component parts of a gas sampling system.

(normally shrouded to prevent the ingress of rain), tubing, the analyser, flow
measurement and a pump. There are many potential sources of error in this
combination:

e  There are always particles in the air. If we draw these particles in, they may
be deposited to the sample tube walls and to the internal parts of the analyser;
they may produce a spurious signal from the analyser equivalent to a gas
concentration (for example, a flame photometric sulphur analyser will
respond equally whether the sulphur is in sulphate particles or in sulphur
dioxide); or they may decompose to release a measurable gas concentration.
The particles are therefore usually trapped on a filter close to the sample
inlet, but this may introduce errors. For example, if ammonium nitrate par-
ticles are trapped on a filter, they can decompose and increase the measured
concentration of ammonia gas. When sampling ozone, the build-up of
particles on the filter can absorb ozone before it even enters the sample tube.

e As the air sample is drawn through tubing to the analyser, it can be adsorbed
on the walls or on connecting fittings in transit. The severity of this effect
varies with the gas and the tubing material — ozone must be sampled through
glass, stainless steel or polytetrafluorethylene (PTFE, an inert plastic), SO,
is less reactive and CO, is quite inert. The contact time is important here —
samples taken down long lengths of tube must have high flow rates to
minimise the residence time, which should be kept below 10 s.
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e There may be reactions between the gas of interest and other species while
the gas is flowing along the tube. For example, O; and NO and NO, are in a
dynamic photochemical equilibrium in the atmosphere. As soon as they are
sampled, the conditions are changed and the concentrations will start to
change in consequence. The magnitude of this effect varies from system to
system. When performing multi-point samples with one analyser, the
analyser must be time-shared between the different locations. It is then usual
to draw air rapidly and continuously through main sample lines, past a point
that is physically close to the analyser. At this point, solenoid valves are used
to extract samples cyclically to the analyser from each of the tubes in turn. In
this way the dead-time spent by air in tubes is minimised, as are the oppor-
tunities for adsorption and chemical reactions.

e The pump will usually come last in the flow path to avoid interfering with
the air sample before measurement. The gas sampling system will then be
below atmospheric pressure. Hence there is a risk of leaks occurring, in
which air from other locations, having a different concentration of the gas to
that of the original sample, is drawn into the sample line and delivered to the
analyser. Such leaks can occur at any of the connection fittings required for
items such as particle filters, solenoid valves or flow meters, and can be very
hard to detect in a complex sampling system which may involve dozens of
such connections. Air can only flow down a pressure differential, and the
pressure in such a system therefore becomes steadily more negative from the
sample inlet towards the pump. Fittings near the pump are thus the most at
risk from leaks.

e As well as particles, ambient air always contains water vapour. Provided that
the water remains in the vapour state, no problems should result. If the sam-
pling system allows the air to cool below the dew-point temperature, then the
vapour will eventually become saturated and the excess water will condense
out in the sample lines. This can cause problems. First, there is clearly a risk
of liquid water being drawn right through the sample system — this is not good
news for a £10 000 gas analyser. Second, any drops of liquid water lining the
sample tubes will be sites for rapid absorption of some gases such as ozone
and sulphur dioxide, possibly nullifying a major investment in PTFE tubing.
One possible solution is to remove some of the water vapour by passing the
air sample through an adsorbent such as silica gel. Although this works well
for relatively unreactive gases present at ppm concentrations, such as carbon
dioxide, it is likely to cause unacceptable loss or corruption of ambient trace
gases. The preferred solution is to heat the sample lines so that the air is about
10 °C above ambient temperature. Proprietary sample tube is available that
has concentric heating elements and insulation built into the tube itself,
although it is expensive. An effective alternative can be constructed by
wrapping heating tape around the tube before placing it inside plastic
drainpipe for physical protection and insulation. The temperature should be
regulated thermostatically to maintain the constant elevation above ambient.
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4.3.2 Preconcentration

Gas analysers have sufficient sensitivity and speed of response to give a continu-
ous measurement of the pollutant concentration as the sample is delivered to
them. Many other techniques simply capture the pollutant, or a chemical derived
from it, from the sample for later quantitative analysis in the laboratory by
standard methods such as titration and spectrophotometry.

4.3.2.1 Absorption

The common theme is that a specific chemical reaction between the gas and
captive absorbing molecules retains all the gas from the sample air. There are
many different practical arrangements:

Bubblers

The sample is bubbled through an absorbing chemical solution; the gas is
absorbed (a process which is controlled by the equilibrium partial pressure of the
dissolved gas over the liquid surface), and preferably then also undergoes an irre-
versible chemical reaction which prevents it from being subsequently desorbed.
If the collection efficiency is too low, then a fritted glass diffuser can be used
which reduces the bubble size and hence increases the interfacial contact area and
effective contact time, at the expense of higher pressure drop and lower flow rate.

Ideally, 100% of the pollutant molecules will be absorbed while passing
through the solution. Absorbers such as bubblers can still be used at lower
efficiencies provided that the efficiency is known and constant. Alternatively, the
concentration can sometimes be measured by using two bubblers in series. For
example, a volume of air V containing a concentration C of the pollutant is sam-
pled. The total mass of pollutant in the sample is then M = VC. As the sample
passes through the first absorber, a mass M; of pollutant is retained, at an
efficiency E = M,/VC. The mass of pollutant passed through the second absorber
is reduced to VC — M, of which M, is retained.

M, M, M3
E = = andhence C=——7——
VC VC - M] V(M] - Mz)

The method assumes that the efficiency is the same in both absorbers. In practice,
the efficiency is itself often a function of the concentration, and is lower at lower
concentrations.

Impregnated filters

The sample is drawn through a filter paper that has been impregnated with a
chemical that reacts with the gas. Often several different filters will be used. The
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first is a high-efficiency untreated particle prefilter, which prevents particles from
interfering with the gas measurements on subsequent filters. It is important that
this prefilter does not absorb a significant proportion of the gases of interest — for
example, glass fibre filters collect low concentrations of both SO, and HNOj;
rather efficiently, while nylon filters absorb HNO; and HCI. The second and third
filters might be impregnated with two different chemicals to absorb two different
gases — for example, KOH for SO,, NaCl for HNO;, or H,SO, for NH3. The col-
lection efficiency of impregnated filters is usually less than 100%, and can vary
with atmospheric humidity.

Passive samplers

This category covers any preconcentration technique which relies on the gas
diffusing to an absorber without pumping. Passive samplers rely on diffusion of
the sample rather than pumped flow. They are cheap to purchase and do not
require electrical power, so they are useful for large-area surveys. On the down
side, they are labour and laboratory intensive and provide average concentrations
over days to weeks, so the results are not directly comparable with standards.
They were originally developed so that workers could carry out a full day’s work
with an unobtrusive sampling device clipped to their clothing. The sample would
then be analysed to give the average concentration during the period. The princi-
ple has been adapted to give measurements of several ambient gases — NO,,
VOCs, SO, and NH;.

In the simplest type of diffusion tube, a linear molecular diffusion gradient
is set up, between the atmospheric concentration at the lower end of an inert
plastic tube (7 cm long and 1 cm diameter) and zero concentration at an
absorbent-coated substrate at the upper end (Figure 4.2). The gas molecules
diffuse through the air molecules down the gradient and are absorbed on the
substrate. The rate of diffusion depends only on the constant molecular diffu-
sivity of the gas, since the long thin tube inhibits turbulent transport on to the
substrate. However, high windspeeds can cause turbulent transport up the tube
to be a significant source of error. The tube is left in position for a period of
days to weeks, capped to prevent further absorption, and returned to the
laboratory for analysis.

A quantity Q mol of the gas is transferred onto the substrate in time ¢, where
Q is given by

0 = DpAl(C,—Cy)lz

Dy, is the diffusion coefficient of gas 1 (the pollutant) in gas 2 (air), A is the
cross-sectional area of the plastic tube, C, and C, are the ambient (at the open
end of the tube) and substrate concentrations of the pollutant, respectively. Cy
is usually assumed to be zero, z is the length of the tube, or the diffusion
pathlength.
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Figure 4.2 A diffusion tube.

Hence Q is proportional to the average concentration of the pollutant at the
mouth of the tube over the exposure period. The same issues arise as for other
sampling methods — particularly linearity, specificity, and the effects of
temperature, windspeed and humidity. Some of the absorbers used, such as
triethanolamine (TEA), will absorb more than one gas. This does not matter
provided that the detection method is specific to the gas of interest. More
complex designs involving diffusion screens have been used in order to
compress the tube into a badge geometry, and tubes packed with solid adsorbent
have been used for sampling organics.

Denuder tubes

Denuder tubes are a cunning method of avoiding the potential interference
between the particle and gas phases of a pollutant — for example, with nitric
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Table 4.1 Examples of passive sampler combinations

Gas Absorbent Analytical method

Ammonia Oxalic acid Colorimeter or
Spectrophotometer

Hydrogen sulphide Silver nitrate Fluorimeter

Nitrogen dioxide Triethanolamine (TEA) Colorimeter or
Spectrophotometer

Ozone Sodium nitrite Colorimeter,
Spectrophotometer or lon
chromatograph

Sulphur dioxide Sodium hydroxide Colorimeter

VOCs Activated charcoal or Gas chromatograph or

Tenax GC-MS

acid vapour and particulate nitrates. The air sample is drawn through a hollow
tube, the inside of which is coated with an absorbent for the gas. The flow rate
and tube diameter are selected so that the flow is laminar. Under these condi-
tions, the molecular diffusivity of the gas is thousands of times greater than the
Brownian diffusivity of the particles, so that the gas moves to the walls much
more quickly. The length of the tube is selected so that by the time the air leaves
the tube, most of the gas has been absorbed and most of the particles remain
suspended. The particles can then be filtered separately. In a more sophisticated
arrangement called an annular denuder, the air sample flows between two con-
centric tubes. The outer surface of the inner tube and the inner surface of the
outer tube are both coated with the absorbent, which gives higher sampling effi-
ciencies, shorter tubes, higher flow rates or shorter sampling times.

4.3.2.2 Adsorption

The gas molecules are bound to the surfaces of a solid collecting substrate
by intermolecular forces. Subsequently they are stripped off by heating the
substrate to 300 °C, or by solvent extraction, and delivered into a gas
chromatograph or equivalent analysis system. The most common adsorbent
substrates are activated charcoal, organic polymers and silica gel. The most
widely used commercial product is Tenax, which has been used to sample a
large range of organic compounds such as PAH, vinyl chloride, and hydro-
carbons including benzene.

4.3.2.3 Condensation trapping

The air sample is passed through a chamber cooled almost to the temperature of
liquid oxygen (—183 °C) so that volatiles condense out but the air itself passes
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through unchanged. Cooling will normally be arranged in a sequence of stages
of reducing temperature, so that the majority of the water vapour is collected
first.

4.3.3 Grab sampling

For various reasons, it may be impracticable to either measure the concentration
continuously or to extract the pollutant gas from an air sample for subsequent
analysis. In these cases, the fall-back technique is to capture a sample of the air
itself, and take it back to the laboratory. There are several different ways in which
this is put into practice.

Evacuated bottles — a stainless steel, glass or inert plastic bottle is evacuated
in the laboratory and sealed securely. The bottle is opened in the ambient air, and
fills with the sample.

Syringes — the plunger on an empty syringe is pulled out, drawing in a sample
of ambient air.

Bellows — a collapsed cylindrical bellows is expanded, creating a volume at
low pressure and drawing in the ambient air sample.

Bags — a bag made of an inert material is filled by pumping the air sample into
it. The major disadvantage of this method is that the air must pass through the
pump before entering the bag, so that reactive gases may be corrupted. In order
to avoid this limitation, the bag can be held inside a bottle. The space outside the
collapsed bag can then be evacuated by pumping out the air. This draws an air
sample into the bag. The sample cycle can be repeated many times.

All of these techniques need very careful assessment and management to be
successful. The bags and bottles need to be made of inert material and scrupu-
lously clean and leak-free. For some applications, preconditioning of the sample
holder with high concentrations of the pollutant gas may be necessary to reduce
uptake of the gas from subsequent samples. The samples must be returned to the
laboratory as rapidly as possible for analysis, before they degrade. By their
nature, grab samples tend to be used at remote sites to which a sampling expedi-
tion is a major undertaking. If any of these quality assurance aspects is insecure,
it may only be discovered that the samples are worthless after returning home.
The risks can be minimised by a careful validation programme — comparison of
concurrent real-time and grab samples, and sequential analysis of stored samples
over a period of time.

4.4 GAS CONCENTRATION MEASUREMENT

There are seven factors that need to be balanced when choosing how a particular
trace gas is to be measured:

Specificity — does the method measure only the gas of interest, or does it have
a response to some other gas or gases. If so, is this interference or cross-sensitiv-
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ity likely to be significant at the likely concentrations of all the gases involved?
When the peroxide bubbler technique first became used for SO, determination, it
was known that it would also respond to alkaline gases such as ammonia, and to
other acid gases such as nitrogen dioxide, but there was no problem because the
SO, concentrations far outweighed the others. When SO, concentrations
decreased, this imbalance became less certain and a more SO,-specific analysis
was introduced.

Sensitivity — will the method measure the highest and lowest concentrations
expected? If it measures the highest, then the lowest may have a large error due
to instrument noise. If it measures the lowest with sufficient sensitivity for the
noise not to be a problem, then there might be a risk of it going off-scale during
a pollution episode. This is a very frustrating event, since it is always the episodes
that create the greatest interest.

Reliability — is the instrument to be used continuously or intermittently? If
continuously, will it be visited daily, weekly or less frequently? Is it important to
obtain a complete record, or will it be acceptable to have the analyser out of
action for maintenance periods?

Stability — this is an important issue for continuous analysers that are
unattended for long periods. They will be calibrated (zero and span values
confirmed by measuring the output from standard gas sources) and then left to
operate unattended. During the following measurement period, the zero and
span outputs will both drift away from their settings, so that an error is
introduced into the measurement. The speed of this drift, and the relative
magnitude of the resulting errors, will determine the frequency of the
calibrations.

Response time — for grab sampling or preconcentration, the response time is
the time over which the sample is taken. An almost instantaneous sample can be
obtained by opening a valve on an evacuated container, or sample entry can be
extended over any longer period. No information is available on concentration
variations that are shorter than the sample period. In the same way, preconcen-
tration methods such as bubblers give an average value over the length of the
sample period. In principle, continuous analysers are capable of tracking the
actual concentration of the gas. How closely this ideal is met in practice depends
on how rapidly the concentration changes and the response time of the analyser.
Response times are quoted by manufacturers in terms of the time to reach 90% or
95% of a step change in the input — times for modern analysers are typically one
or two minutes.

Precision and Accuracy — these words are sometimes used interchangeably,
but they have fundamentally different meanings, as shown on the three archery
targets of Figure 4.3.

In Figure 4.3(a), the arrows have high precision (they have all landed within a
small area of the board) but low accuracy (they are all well away from the centre).
In Figure 4.3(b), the arrows have high accuracy (the average is close to the
centre), but low precision (they are scattered all over the board). Figure 4.3(c)
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Figure 4.3 The difference between precision and accuracy.

shows the ideal, with both precision and accuracy being high. Analyser manufac-
turers quote overall bands within which the errors due to all sources are expected
to fall.

Cost — although last on this list, cost is bound to weigh heavily in the selection
process. The range of possible costs is enormous. Preconcentration methods such
as bubblers and diffusion tubes cost only a few pounds to obtain the sample itself,
but have substantial operational costs due to labour and laboratory facilities.
Continuous analysers cost c. £10 000, and substantial additional investment is
also needed — in data logging and computing equipment, servicing and spares,
air-conditioned cabin and calibration facilities.

It is not possible to give here a comprehensive review of all the different
measurement methods available for specific gases. We will simply give a few
examples of the key techniques in common use.

4.4.1 Wet chemical methods

The air sample is bubbled at a low rate (typically a few litres min~!) through a
solution that will absorb the required gas. At the end of the sample period, which
is typically hours or days, the solution is returned to the laboratory for analysis
by one of a wide range of standard techniques.

Example — SO,

Air is bubbled through dilute hydrogen peroxide (H,0O,). Any SO, is converted to
sulphuric acid (H,SO,4). The amount of acid created can be measured by titration
or by pH change. In this form the method is not specific to SO,, since other acid-
forming gases give an increase in apparent concentration, while alkaline gases
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such as ammonia give a decrease. Specificity can be improved by analysing
colorimetrically for the sulphate ion. The method was adopted for the National
Survey monitoring sites — although it was adequate at the high concentrations of
the 1960s, the errors are too great at the lower concentrations now prevailing. The
standard wet chemical method for low concentrations is known as West-Gaeke,
and involves more complex chemistry to form red-purple pararosaniline methyl
sulphonic acid, which is determined colorimetrically.

4.4.2 Real-time pumped systems

Any physical or chemical effect of which the magnitude can be related reliably
and repeatably to the gas concentration can in principle be used. In this section
we describe techniques in which an air sample is pumped continuously through
the instrument.

Example | — pulsed fluorescence for sulphur dioxide

The sample air is irradiated with intense UV (wavelength 214 nm) to stimulate
fluorescence in a waveband centred on 340 nm (Figure 4.4). The flux density of
the emission is measured by a photomultiplier. The sample air must normally
be conditioned before the measurement to prevent spurious responses from
obscuring the true signal. First, water vapour (which quenches the fluores-
cence) must be reduced by a diffusion drier; second, hydrocarbons (which
augment the fluorescence) must be reduced by passing the air through a
scrubber. The main initial drawback of this method was the slow response time,
but engineered improvements have made pulsed fluorescence the current
method of choice for SO,.

Example 2 — UV absorption for O3

Ultraviolet radiation at 254 nm from a low-pressure mercury vapour lamp
traverses the length of a tube through which the sample air is pumped continu-
ously (Figure 4.5). The attenuation of UV flux density at the far end of the tube
depends on the O3 concentration. The attenuation is compared with that due to
air from which the ozone has been scrubbed by activated charcoal. The
Beer-Lambert law (I = Ipe~%") is then used to relate the attenuation to ozone
concentration using the known extinction coefficient for ozone. This is a simple
and reliable method for ozone determination.

Example 3 — chemiluminescence for NO
A supply of ozone is generated within the analyser and reacted with the NO in a
sample cell . Nitrogen dioxide is generated in an excited state, and

© 2002 Jeremy Colls



Sample gas in

Filler\

Pulsating _
uv L _____
light (' -

RN
Filter
¥
Sample gas out
Photomultiplier
tube
| J Electronics

—

Figure 4.4 Pulsed fluorescence SO, analyser.
Source: Harrison, R. M. (1999) ‘Measurements of the concentrations of air pol-
lutants’, In: S. T. Holgate, . M. Samet, H. S. Koren and R. L. Maynard (eds) Air
Pollution and Health, Academic Press, London.
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Figure 4.5 UV absorption O; analyser.
Source: Harrison, R. M. (1999) ‘Measurements of the concentrations of
air pollutants’, In: S. T. Holgate, J. M. Samet, H. S. Koren and R. L. Maynard
(eds) Air Pollution and Health, Academic Press, London.
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Figure 4.6 Chemiluminescent NO, analyser.
Source: Harrison, R. M. (1999) ‘Measurements of the concentrations of air
pollutants’, In: S. T. Holgate, J. M. Samet, H. S. Koren and R. L. Maynard (eds)
Air Pollution and Health, Academic Press, London.

decays to the ground state with photon emission. The flux density is measured with
a photomultiplier. In most commercial analysers, the NO measurement described
above is alternated with a measurement on air that has been passed through a
molybdenum catalyst to convert any NO, into NO. Hence the uncatalysed meas-
urement gives NO directly, while the difference between that and the catalysed
measurement gives NO,. It is not only NO, that is reduced to NO, and a variable
proportion of other N-containing gases such as HNO; will be detected as well. By
using a higher temperature catalyst, ammonia can be oxidised to NO to give the
NHj; concentration by difference. Since typical ambient NH; concentrations are
only a few percent of NO,, the errors on the NH; value are unavoidably large.

Example 4 — infrared (IR) absorption for CO, (and many other gases)

Infrared radiation is attenuated while passing along a tube filled with the sample.
By selecting specific wavebands to coincide with the absorption bands of differ-
ent gases, several hundred different gases can be measured — but the species of
gas must be known first. Portable infrared gas analysers are available that can
determine the concentration of many gases in air. They employ a continuous IR
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source, a variable frequency interference filter to select a narrow frequency range
at which the absorptivity of a particular gas is known, and a long optical path
folded by means of mirrors into a compact case. The lower detection limit is
typically around 1 ppm, so these analysers are mainly of use in the workplace
environment.

4.4.3 Real-time remote systems

Some detectors measure the optical properties of the gas, and have been designed
so that the reflected or transmitted signal is received after an extended path-length
through the air. This arrangement offers the advantages of eliminating the possi-
bility of sample degradation during passage to and through an instrument, and of
integrating the concentration over a region of space rather than sampling at one
point.

Light detection and ranging (LIDAR) describes a family of active remote
sensing methods. The most basic technique is long-path absorption, in which a
beam of laser light is reflected from a distant retroreflector and returned to a
detector which is co-located with the source. A retroreflector is a corner cube
which works in the same way as a ‘cat’s eye’ road marker as used in the UK,
and returns the incident beam in exactly the opposite direction that it came
from, no matter what that direction. The wavelength of the radiation is chosen
so that it coincides with an absorption line of the gas of interest. The concen-
tration of that gas is found by applying the Beer—Lambert law to the reduction
in beam flux density over the path length. No information is obtained on the
variation in density of the gas along the path length; if the gas is present at twice
the average concentration along half the path, and zero along the other half,
then the same signal will be received as for uniform distribution at the average
concentration.

Example | — differential absorption lidar (DIAL)

Pulses from a tuneable laser are directed into the air at two wavelengths, and the
backscattered signals from the air molecules, gas molecules and particles are
measured by a cooled detector. One laser wavelength (A;,) is just to one side of
an absorption band for the gas of interest, and calibrates the backscatter of the
lidar system for molecular (Rayleigh) and aerosol (Mie) scattering that occurs
whether the gas of interest is present or not. The second laser wavelength (Aay)
is tuned to an absorption band, so that the difference between the two can be used
to derive absorption due to the gas alone.
The ratio of the scattered flux density at the two wavelengths is given by

)
1) = exp(—2RNo)
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Table 4.2 Absorption wavelengths and cross sections for dye lasers

Molecule Peak absorption wavelength/nm Absorption cross section/
10722 m2

Nitric oxide 226.8, 253.6, 289.4 46,113,15

Benzene 250.0 1.3

Mercury 253.7 56000

Sulphur dioxide 300.0 1.3

Chlorine 330.0 0.26

Nitrogen dioxide 448.1 0.69

where o is the absorption cross section of the target species at wavelength A,
R is the range and N is the number concentration of the gas.

By measuring the time for the back-scattered signal to return, the range can also
be determined to within a few metres over a distance of 2000 m. The technique has
been used for studying plume dispersion and vertical concentration profiles, as
well as spatial distribution in the horizontal plane. The most widely used sources
are CO, lasers emitting in the 9.2—-12.6 wm band, within which they can be tuned
to emit about 80 spectral lines. For example, O; absorbs strongly at 9.505 pwm, and
NH; at 10.333 pm. In the UV-visible, dye lasers pumped by flash lamps or by
laser diodes are used. By using different dyes, they are tunable over the whole
visible band. Some examples of the wavelengths used are given in Table 4.2.

Example 2 — differential optical absorption spectroscopy (DOAS)

A detector at one end of an atmospheric path (typically 200-10 000 m in length)
scans across the waveband of a UV/visible source, such as a high-pressure xenon
arc lamp that has a known broad spectrum, at the other end. The physical arrange-
ment can be bi-static (with the receiver at one end and the transmitter at the other)
or monostatic (a retroreflector returns the beam to the receiver, which is
co-located with the transmitter). Gases that are present on the optical path absorb
radiation according to the Beer—Lambert Law, and the absorption varies differ-
ently with wavelength for each gas. Variations across the spectrum are compared
to stored reference spectra for different gases, and the equivalent amounts and
proportions of the gases adjusted in software until the best match is achieved. The
main wavelength range used is 250-290 nm, in the UV, with typical spectral reso-
Iution of 0.04 nm. Several different gases can be measured simultaneously.
Sensitivity is high, and 0.01% absorption can be detected, equivalent to sub-ppb
concentrations of many gases over a pathlength of 1 km. Detectable gases include
SO,, NO, NO,, 05, CO,, HCI, HF, NH;, CS,, Cl,, HNO, and many organic
compounds (aldehydes, phenol, benzene, toluene, xylenes, styrene and cresol).
The method is appropriate for obtaining the average concentrations of a pollutant
across an urban area or along the length of an industrial plant boundary.
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Scattering LIDAR. The Lidar and DIAL systems described above measure the
backscattered radiation at the wavelength at which it was emitted. The radiation
is scattered elastically, and changes in flux density are not necessarily due to the
target species alone. By using other techniques such as Raman scattering, a signal
is obtained at different wavelengths which is more directly attributable to the
target species.

Example 3 — Fourier transform infrared (FTIR) absorption spectroscopy

This is the most optically sophisticated remote sensing technique, using a scan-
ning Michelson interferometer to detect the entire spectral region at once, and
therefore capable of measuring many gases simultaneously. The wavebands used
are within the atmospheric absorption windows of 8.3-13.3 or 3.3-4.2 um.
However, sensitivity is generally limited to a few tens or hundreds of ppb
(depending on the gas) over a 200 m pathlength; the technique is therefore more
appropriate to perimeter monitoring for gas escapes from an industrial site than
to general ambient monitoring.

4.4.4 Gas chromatography

Chromatography involves the passage of chemical species in a liquid or gaseous
mobile phase through a liquid or solid stationary phase. In gas chromatography
(GCO), the mobile or carrier phase is a gas (commonly nitrogen, helium or argon).
In gas—solid chromatography, the stationary phase is a porous polymer. In
gas-liquid chromatography, the stationary phase is a liquid (such as methyl gum
or an ethylene glycol ester). The liquid coats a solid supporting substrate such as
silica or alumina which is packed inside a long thin coiled glass or stainless steel
column. The sample is either dissolved into a volatile solvent such as acetone
which is injected into the carrier gas, or injected directly in the gaseous phase
after thermal desorption (Figure 4.7).

As the carrier gas flows along the column, different volatilised pollutant
compounds in the gas have different affinities for the stationary phase, and migrate
along the column at different rates so that they separate. With capillary columns,
the stationary phase substrate is bonded to the inside surface of a column that
might be only 0.1 mm internal diameter and over 100 m long. The exit gas is
passed to a detector. The time of passage of the component through the system
identifies the material, and the time-integral of the output signal gives the amount
and hence the concentration. The most commonly used detectors are the flame ion-
isation detector (FID), and the electron capture detector (ECD). Both of these
detectors have a detection limit of about 1 pg (picogram = 1072 g).

e In the FID, organic compounds, when injected into H,-in-air flames, are

pyrolysed to produce ionic intermediates and electrons. The current gener-
ated when an electric field is applied is a measure of the initial concentration.
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Figure 4.7 Gas chromatograph.

e In the ECD, the eluent is passed over a radioactive electron source such as
93Ni, which ionises the carrier gas

N, + B~ &N, + 2e

This generates a steady current between two electrodes. When molecules that
capture electrons are present in the carrier gas, the current decreases. Hence
ECD is particularly sensitive for compounds with electronegative functional
groups, such as halogens, nitro groups and carbonyls, chlorinated pesticides
and polychlorinated biphenyls.

e Flame photometers can be used for S- and P-containing compounds. When
these are combusted in a hydrogen-rich flame, they emit at 394 and 526 nm
respectively.

e  Katharometers, which respond to the thermal conductivity of the gas stream,
can be used for detection of very low concentrations of H,, He, H,O, N, and
CO..

4.4.5 Liquid chromatography

The principles of high pressure liquid chromatography (HPLC) are just the same
as those of GC, except that the mobile phase is a liquid solvent such as ethanol,
methanol or hexane that is forced at pressures of around 40 MPa through a 30
cm long, 5-10 mm diameter stainless steel column packed with 1-10 wm parti-
cles. The stationary phase may be in several forms — a liquid which may be
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retained on the column either by physical absorption or by the formation of
covalent bonds with the support, or a finely divided polar solid such as alumina
or silica. This technique is used for the determination of high-molecular weight
insoluble organic compounds. With ion exchange chromatography, the station-
ary phase is 5 wm beads of an ion exchange resin formed from high molecular
weight copolymers of styrene and vinylbenzene with functional groups attached
to the aromatic ring. As with other chromatography, the polarity of the solvent
and substrate may affect the performance of the system dramatically. The most
common detectors use UV absorption, fluorescence (especially for organic mol-
ecules with organic rings), or electrical conductivity, depending on the molecule
concerned. There may be difficulties due to the overlap of the solvent carrier
absorbance with that of the analyte. If the analyte does not fluoresce, it may be
induced to do so by reaction with a reagent after it has been through the column.

4.4.6 Chromatography with mass spectroscopy

A powerful combination of instruments is increasingly being used to discriminate
and quantify environmental pollutants. First, either a gas or liquid chromatograph
is used to separate a mixture of compounds. The eluate is then delivered to a mass
spectrometer for quantitative determination of each component. The mass spectro-
meter ionises the constituent atoms and measures their mass by firing them into a
magnetic and/or electrostatic field and observing the deviation, which depends on
their speed, time of flight and charge to mass ratio. As well as the chemical deter-
minations, it is an important technique for distinguishing stable isotopes such as
5N and '80, which are not radioactive but which are chemically identical.

4.4.7 Inductively-coupled plasma (ICP)
spectroscopies

The ICP is a very high temperature radiation source, created by passing an
electric current through an inert gas such as argon. This generates an ionised
region, known as a plasma, which radiates strongly due mainly to collisions
between the carrier gas ions. Solid particles or liquid droplets of sample are
vaporised and ionised in the ICP. When used in conjunction with atomic absorp-
tion spectroscopy (AAS), light from a normal source is passed through the plasma
and the absorption lines determined. There is also some radiation from the analyte
which is present at low concentration in the carrier gas, and this emission can be
analysed by conventional AAS. Alternatively, the ionised material from the ICP
can be passed to a mass spectrometer.

4.4.8 Optical spectroscopy

Spectroscopy uses the different energy levels of electronic or vibrational states
in atoms and molecules to identify the presence of that atom or molecule. In
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general, the energy needed to move between levels is lowest for vibrations, higher
for the outer electrons and highest for the inner electrons. Since photon energy
increases as frequency increases, the vibrational states can be excited by IR,
whereas outer electrons need visible or UV and the inner electrons need UV or
even X-ray.

A spectrometer needs a stable and tuneable source of radiation, a transparent
sample container, a wavelength selector and a photodetector. The radiation source
may be a tuneable laser, which replaces the combination of thermal radiation
source, collimation optics, wavelength selector and focussing optics. However,
the tuneable range of many lasers, especially in the UV-visible, is small. In the IR
the CO, laser, tuneable over 80 lines in the range 9—11 wm, is used. Commercial
instruments still largely depend on a range of tried and tested thermal sources
such as the Nernst Glower (rare earth oxide), Globar (silicon carbide), incandes-
cent wire (Nichrome), tungsten filament and high-pressure mercury arc. An
interference filter can be used to select one line (1-5 nm wide) from a broadband
source, or a scanning monochromator with holographic gratings will do the same
job over a continuous wavelength range. Photon detection is by photosensitive
detector (e.g. mercury cadmium telluride) in the IR or photomultiplier tube in the
UV-visible.

Molecular spectroscopy includes absorption, emission, fluorescence and
scattering processes. In the UV-visible wavelengths, the transitions are between
electronic energy levels, whereas IR radiation causes changes in the vibrational
energy.

Absorption

When the electrons that are bound to atoms change their energy level, the differ-
ence in energy is emitted or absorbed at wavelengths determined by the energy
change and given by Planck’s formula (E = hv). The wavelengths are related to
the atomic configuration, and are therefore specific to the element concerned. For
molecules, as well as the energy levels of the constituent atoms there is a whole
new set of energy levels for molecular orbitals of electrons shared by the atoms
plus vibrational states.

Absorbance is defined by A = log¢(1/T) where T = I/l = exp(—pL), I, I are
the transmitted and incident flux density, respectively, w is the attenuation
coefficient of the medium, L is the pathlength through the medium. If the mole-
cules of interest are the only significant absorber, then we can write

T = exp(—aCL)
where « is the absorption cross section (usually expressed as cm? when the
concentration C is in molecules cm™3 and L is in cm), or the absorptivity
(1 g 'em™!) when Cisin g 17!, or the molar absorptivity (1 mol~! cm™') when
Cisinmol 171,
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Hence absorbance A = 0.434 aCL, so that if the output from the spectrometer
is presented in terms of A, it is directly proportional to concentration provided
that the concentration is sufficiently dilute (typically <0.01 M).

Ultraviolet-visible molecular absorption mainly involves unsaturated double
bonds at wavelengths between 200 and 700 nm. Infrared molecular absorption
mainly involves transitions between successive levels of the fundamental stretch-
ing vibrational modes, stimulated by radiation in the 2.5-15 pm spectral region.

If the excited molecule decays back to an intermediate excited state, rather
than to the ground state, then the emitted photon will have less energy (i.e. longer
wavelength) than the incident photon. This is called Raman scattering, and each
molecular species generates a set of narrow Raman absorption lines in the
UV-visible that correspond to the various vibrational modes observed in infrared
absorption spectroscopy.

If the molecule is raised to the lowest vibrational state of the excited electronic
level, then radiative transitions to the various vibrational states of the ground elec-
tronic state will occur after a relatively long period (1078 s instead of 10712 s).
This is called fluorescence and is characterised by having an emitted wavelength
longer than the exciting wavelength.

The concepts in atomic spectroscopy are very similar to those in molecular
spectroscopy. The material is reduced to its atomic components if not already,
then the absorption, emission and fluorescence of radiation are studied. Instead of
dealing with the molecular excited states we are now involving the electron
energy levels of multi-electron atoms. The atomisation is achieved either with a
simple flame (temperatures of around 2000 °C for natural gas in air, 3000 °C
for acetylene in oxygen), or with ICP or electric arc—spark (temperatures of
4-6000 °C).

In atomic absorption spectrophotometry (AAS, Figure 4.8), the material for
analysis is atomised at high temperature (either injected into an air—acetylene
flame at 3000 °C, or vaporised in a graphite furnace). A beam of radiation is
passed through the vapour, so that photons knock electrons from a low (usually
ground) energy state up to a higher state; hence photons are absorbed and the
radiation flux is depleted. The radiation source is a hollow cathode lamp con-
structed from the element to be analysed, so that it emits narrow spectral lines
appropriate to that element rather than a continuous spectrum. This greatly
reduces the stray light transmission and increases the sensitivity. The total amount
transmitted at different wavelengths is measured photoelectrically, and the
absorbance determined. From the Beer—Lambert law, I, = I exp(—kL), where I,
Iy are the transmitted and incident flux densities, k the extinction coefficient and
L the optical path length. Also k = €C, where € is a constant for the substance and
wavelength, and C is the vapour concentration. Hence C can be calculated.
Atomic absorption spectroscopy is used almost exclusively for determinations of
metallic elements.

In atomic emission spectroscopy (AES), atomic collisions due to the high
temperature of the sample knock electrons into higher energy states from which
they subsequently decay with the emission of a photon (Figure 4.9).
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The excitation energy is provided by a flame or spark, which also vaporises the
sample from solution. The range of elements that can be excited (and therefore
detected and measured) depends on the temperature of the source. Low
temperature propane flames have been used for the alkali metals that have

© 2002 Jeremy Colls



Table 4.3 Elements determined by low-temperature AES

Element Wavelength/nm Detection limit/
ppm

Li 671 0.005
Na 589 0.0003
K 766 0.003
Rb 780 0.004
Cs 852 0.004
Mg 285 0.008
Ca 423 0.005
Sr 461 0.001
Ba 422 0.004

emission lines near the low-energy red end of the spectrum (Table 4.3). The
typical solution concentration range that can be used is 0-20 ppm. At higher
concentrations the response is non-linear.

Nitrous oxide—acetylene flames enable the detection of a similar range of
metals to AAS. Inductively-coupled plasma sources achieve temperatures of
¢. 6000 K and make it possible to analyse elements such as Ce, U and Zr that
form very stable refractory oxides. If higher excitation energy is provided by a
spark rather than a flame, every element above helium can be detected, and the
sample can be solid as well as liquid.

4.5 QUALITY CONTROL

All measurement devices eventually produce an output (voltage, weight,
absorbance etc.) that has to be translated into a gas concentration. An effective
quality assurance and quality control (QA/QC) programme is an important part
of gaining confidence in the truth of the output value and in the errors associ-
ated with it. A minimum QA/QC programme will include blanks, duplicates
and calibration standards; for more demanding assessments, it may be
necessary, for example, to have independent laboratories carry out duplicate
analyses.

4.5.1 Blanks

If a measurement method such as a bubbler or diffusion tube is being used, then
contamination of the absorbent is possible. To evaluate this effect, sample units
are prepared and analysed following exactly the same procedure as those used for
the measurements themselves, but are kept sealed. The concentration measured is
then a baseline value which should be subtracted from all actual measurements.
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In an extended sampling programme, it would be normal to retain at least 10% of
sampling units for construction of this baseline.

4.5.2 Calibration

Even the highest specification gas analysers are not yet as stable or repeatable as
other more common electronic devices such as computers and radios. Over a period
of time that may be as short as days, the output signal due to a constant input gas
concentration can vary significantly. Such variations might be due to drift in the
value of electronic components, dirt penetrating through to the optics, or temper-
ature changes. Large sudden changes can be caused by replacement of failed com-
ponents. For these reasons it is essential to have good calibration facilities available.

Calibration involves supplying the analyser with a known concentration or
range of concentrations of the gas to be measured, together with a zero air sample
containing none of the gas. Several methods can be used to obtain these supplies.

4.5.2.1 Permeation tubes

Small stainless steel tubes are sealed at one end and capped at the other by a
membrane that is permeable to the gas. The tube is filled under pressure with the
liquid phase of the calibration gas. If the tube is kept in a constant-temperature
oven (typically 50 £0.1 °C) then gas leaks out through the membrane at a very
stable rate. The gas is added to a known volume flow rate of clean air to produce
a known gas concentration. Tubes are available for hundreds of gases including
SO, and NO, (but not O3). The release rate from the tube is individually certified
by the manufacturer, and can be confirmed by the user by weighing the tube at
intervals during use. These sources can be incorporated into a self-contained
calibrator, or built into an analyser to provide a calibration signal on demand.

4.5.2.2 Gas bottles

Specialist gas suppliers can provide pressurised bottles of calibration gases — a
known concentration of the gas in an inert carrier. If the concentration is too low, the
concentration may change in the bottle because of reactions with the surfaces or with
other gas molecules, and also the bottle will be used up very quickly. If it is too high,
then an impractical dilution factor will be needed to bring the concentration down
within the analyser range. Hence it is normal to store, say, 50 ppm of NO in nitro-
gen, and to use a precision dilution system to generate concentrations of between 50
and 200 ppb when calibrating an NO analyser that has a 200 ppb range.

4.5.2.3 UV O; generator

Ozone cannot be stored, so that any calibration method must create it on the
spot. In this method, a proportion of oxygen molecules irradiated with UV light
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is converted to Os; by arranging for clean air to be so irradiated by a very stable
UV lamp, stable O; concentrations can be generated. By mixing NO with O3,
known concentrations of NO, can also be made (gas phase titration).

4.5.2.4 Zero air

All of these calibration methods rely on the availability of a clean air supply,
known as zero-air. It is not a trivial task to generate such a supply, particularly if
calibrations in the low- or sub-ppb range are required. In order to make zero-air
on site, the basic principle is to pass ambient air through activated charcoal to
adsorb pollutant molecules, but there are some difficulties. First, the air must be
passed through cooling coils to condense out excess water vapour. Second, NO is
present at significant concentrations but is not adsorbed by charcoal. Hence the
air is first irradiated with UV. This generates O; that reacts with the NO, con-
verting it to NO, (which is efficiently adsorbed by the charcoal). Provided that the
charcoal is renewed frequently, very low trace gas concentrations can be
achieved. Alternatively, compressed bottles of zero-air can be purchased from the
usual suppliers.

The weakest link in the calibration chain is frequently the measurement of
volume flow rate. On a calibrator, for example, the volume flow rate of the clean
air used to dilute the output from the permeation tube is often measured with rota-
meters that are only accurate to 5%. This determines the best overall accuracy of
calibration, no matter how accurately the permeation rate is known. The precision
can be increased — at a price — by the use of electronic mass flow meters instead
of the rotameters.

A comprehensive QA/QC programme for a network of continuous analysers
might involve:

daily automatic calibration checks of the analysers

site checks every one or two months

regular analyser servicing by trained instrument engineers

regular intercalibrations (either taking several analysers to the same calibra-
tor, or taking one calibrator around all the analysers in succession)

periodic checking of the calibrator against primary standards

detailed manual and automatic scrutiny of the data to eliminate false values
caused by instrument malfunction or transmission faults. It is much better to
have holes in the data set than to have spurious values

e comprehensive review of period data sets

e telemetry of the data to the processing centre, so that faults can be spotted as
soon as they occur

The automatic urban and rural monitoring networks operated by DEFRA and
described in Chapter 5 aim to achieve overall error bands of 5 ppb on SO,, NO,
and O3, £0.5 ppm on CO,, and 5 wg m~3 on PM(. The actual time for which
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the network generates valid data, expressed as a percentage of the possible time, is
called the data capture. The EU Directive on monitoring ambient NO, specifies
75%, the USEPA requires 80%, and the UK DoE network achieves 95%.

4.6 PARTICLE SAMPLING

The task of sampling is to get a representative sample of particles from the air into
the measuring device without changing the concentration or the characteristics on
the way. Thus we must make sure that we do capture all the particles from a known
volume of air in the first place, and then that we do not lose any on to tubing walls
etc., or break up large particles and aggregates into small particles, or lose particles
by the evaporation of volatile materials, or gain them by condensation.
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Figure 4.10 Flow streamlines of air into a sampling inlet: (a) isokinetic flow; (b) inlet
speed less than the free stream speed; (c) inlet speed greater than the
free stream speed.
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4.6.1 Isokinetic sampling

As soon as we extract an air sample into the inlet of a measuring device, we start to
corrupt the sample. We can think of the air as moving along streamlines that are par-
allel if the air is not flowing round an obstacle. If the air deviates round an obstacle,
the streamlines bend. For each particle, there is then an imbalance between the iner-
tial forces that tend to keep its movement in a straight line, and pressure gradient
forces that tend to make it follow the streamlines. The heavier the particle, the more
it will tend to come off the streamlines. When we sample air through an inlet, the
streamlines will almost always be deviated to some degree. In the ideal case, the inlet
is faced directly into the prevailing wind, and the sampling flow-rate is chosen so that
the inlet speed is the same as the windspeed. This condition is said to be isokinetic
(Figure 4.10(a)), and results in the least possible distortion of the particle sample.

Even when this condition is achieved on average, however, the turbulence that
is always present in wind outdoors means that the instantaneous speed and
direction at the inlet will usually differ from isokinetic. When the average inlet
speed is too low (Figure 4.10(b)), the streamlines diverge around the inlet. Some
particles will enter the inlet from air that has not been sampled; the larger the
particle, the less likely it is to follow the streamlines, so that the sampled air
becomes enriched with larger particles. Conversely, when the average inlet speed
is too high (Figure 4.10(c)), the streamlines converge on the inlet so that the
sampled air is depleted of larger particles.

KEY
c Concentration Sampled u Sampling Speed
Cop True Concentration Uy Wind Speed

Figure 4.11 Variation of sampling efficiency (c/co) with degree of isokineticity (up/u)
for particles of different sizes.
Source: Pio, C. A. (1986) In: R. M. Harrison and R. Perry (eds) Handbook
of Air Pollution Analysis, Kluwer Academic Publishers, Dordrecht, The
Netherlands.
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In Figure 4.11, the ratio of windspeed i to inlet speed u is plotted against the
ratio of sampled concentration c to true concentration c for different diameters
of particles having unit specific gravity. For the smallest particles (the fine parti-
cle fraction <2.5 pm, for example), the concentration ratio is within a few per-
cent at all speed ratios. As the diameter increases, so does the distortion of the
sample, up to the limit for very large particles at which the ratios are equal (that
is, a 20% error in the sampling speed gives a 20% error in the concentration).

This description holds for an inlet that is oriented directly into the wind. If the
inlet is at an angle to the wind, then even if the speed is correct, the whole set of
streamlines will have to bend on their way into the inlet, so that the sample will
always be depleted of heavier particles. Figure 4.12 shows that this depletion
could be 5%, 10% and 15% for 4, 12 and 37 wm particles (respectively) entering
an inlet aligned at 30° away from the mean wind direction.

These issues are especially severe when the sampling is to be undertaken from
an aircraft. The aircraft will be flying at typical speeds of 40-200 m s™!, which
requires a very small inlet diameter if a reasonable volume flow rate is used.
There may be very high wall deposition losses just inside the inlet due to severe
turbulence. Furthermore, the air must then be rapidly decelerated before the
particles are filtered out. This raises the air temperature by 5-20 °C, evaporating
water and volatile species and changing the size distribution.

A different set of problems arises if the sampling is to be undertaken from still
air. Now there is no wind direction to be oriented into, and no windspeed to be
matched isokinetically. The errors are due both to the particles’ settling velocities
and to their inertia. For example, suppose the inlet tube is facing vertically
upward. Then particles that were not originally present in the sampled air volume
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Figure 4.12 Variation of sampling efficiency (c/cy) with the angle of the inlet to the
wind direction, when sampling isokinetically.
Source: Pio, C. A. (1986) In: R. M. Harrison and R. Perry (eds) Handbook
of Air Pollution Analysis, Kluwer Academic Publishers, Dordrecht, The
Netherlands.
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will fall into the inlet, so increasing the apparent concentration. The situation is
reversed for an inlet that points downward. In principle there should be no error
from this cause if the inlet is horizontal. Provided that the inlet velocity is
sufficiently high (>25 V,, where Vj is the terminal velocity of the largest particle
of interest) then settling errors should be negligible.

It is not so easy to eliminate inertial errors. If the air is still then the flowlines in
the sampled air must converge into the inlet, so that particles will have to follow
them. The larger the particles, the faster the flow or the smaller the inlet, the more
will be lost. Inertial errors always result in an underestimate of the concentration.
The general criterion for negligible errors is for D, > 4 (Q7)'3, where D, is the diam-
eter of the sample tube inlet, Q is the volume flow rate and 7 the relaxation time of
the largest particles. Taking the relaxation times given in Chapter 2 for particles of
0.1, 1, 10 and 100 wm, sampled at a flow rate of 20 I per minute, we would need inlet
diameters of 2, 6, 28 and 129 mm respectively. Thus the inertial and settling criteria
set upper and lower bounds for the inlet diameter at a specified volume flow rate.

Once particles have been coaxed into the inlet in the correct proportions, it
follows that they should be measured as soon as possible to reduce risks of
corruption. This involves the shortest physical path lengths, least severe bends,
shortest practical residence time and closest approach to ambient temperature,
pressure and humidity.

4.7 PARTICLE MEASUREMENT METHODS

There are many particle measurement methods, each with its own merits and
disadvantages. Selection of a particular method will depend on the objectives of
the measurement and the resources available.

4.7.1 Filtration

Probably the oldest method of extracting particles from the air in which they are
suspended is to pass them through a filter. Yet even this primitive technology is
full of subtleties that have to be appreciated if we are to understand how the
collected sample differs from the original population of particles in the air. A par-
ticle sampling filter consists either of a mat of tightly-packed, randomly-oriented
fibres, or a membrane with a network of randomly-arranged air passages through
it, or a membrane punctured by microscopic cylindrical pores. Particle collection
mechanisms are complex, and vary with filter type. For fibrous filters, the parti-
cles are collected by a mixture of impaction, interception, Brownian diffusion and
electrostatic attraction, with the significance of each depending on the flow rate,
face velocity, porosity, fibre and particle composition. Filtration is not at all like
sieving, because although a nominal pore size is quoted for a filter material,
particles much smaller than that will be retained. Also, collection of particles will
itself change the airflow through the filter and the collection efficiency. There are
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many different filter types, and selection will depend on the properties of both the
particles and gases in the air and the ultimate purpose of the sample collection.

Among the critical factors are:

Particle collection efficiency and pressure drop. For normal applications,
filters should remove >99% of the particles presented to them. However, the
efficiency is increased by reducing the pore size, which also increases the
pressure drop; this in turn reduces the flow rate or increases the pump size
required. The pressure drop across the filter must not clog the filter even when
the highest expected particle loading is sampled — otherwise the flow rate will
fall and the measurement of the once-in-20-years pollution episode will be cor-
rupted. Glass fibre filters have been the mainstay of particle sampling for
decades. They are cheap and rugged and offer high collection efficiencies at low
pressure drops. Particles are trapped on fibres through the depth of the filter,
rather than on the surface alone. Hence the rate of increase of pressure drop as
the sample collects is low. Membrane filters made from cellulose nitrate or cel-
lulose triacetate are suitable if the sample needs to be recovered for chemical
analysis, because the substrates dissolve easily. Polyvinylchloride, which is
widely used for quartz particles, suffers less from weight change due to water
absorption. Membrane filters typically have higher flow resistances than fibrous
ones, so are used for low flow rate applications. Increasing the face velocity can
increase the collection efficiency, because more of the particles will be collected
by impaction on fibres. On the other hand, the smallest particles will be less
likely to be collected by diffusion. On a more exotic level, nuclepore filters are
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Figure 4.13 Filter efficiency due to different mechanisms.

Source: Hinds, W. C. (1999) Aerosol Technology: Properties, Behaviour and
Measurement of Airborne Particles, Wiley, New York.

© 2002 Jeremy Colls



made by piercing holes through a membrane with sub-atomic particles, then
etching the holes to enlarge them to repeatable and known diameters. Particles
are deposited on the flat smooth surface of the membrane. Costs and pressure
drops are both high.

Figure 4.13 shows how the different particle collection mechanisms contribute
to the overall filter efficiency of a fibre filter, with different mechanisms having
quite different effectiveness in different size ranges, based on the aerosol mechan-
ics that were discussed in Chapter 2.

Chemical stability and purity. Filters must be inert to gases present in the air
sample, and not react with the deposited particles even in the presence of extrac-
tion solvents. Glass fibres absorb sulphur dioxide, quartz fibres absorb organic
vapours, and cellulose fibres absorb water. If chemical analysis of the deposits is
needed, then the filter must not contain significant and/or variable levels of the
elements of interest. These properties must be determined before the sampling
programme.

For a basic determination of particle mass concentration, the filter will need to
be conditioned by being kept at 50 +3% relative humidity and 20 £0.5 °C until
constant weight is achieved before weighing clean; this conditioning is repeated
after use to minimise errors due to water vapour uptake or loss by the filter. It is
also done at a fairly low temperature to reduce any effect of volatilisation of
ammonium nitrate and other salts. The microbalance used for the weighing
should be kept in a cabinet at the same controlled conditions.

4.7.1.1 British Standard (BS) smoke method

This technique was devised in the 1920s to measure rather high urban concen-
trations that were known to be made up mainly of black carbonaceous smoke
particles; the method was widely adopted, both for the British National Survey
and elsewhere. Ambient air is drawn through a Whatman No. 1 (cellulose) filter
paper at around 1.5 1 min~' for 24 h. The standard inlet arrangements involve
passing the air down small-bore tubing, giving a size cut of around 5 pm. There
is no attempt to sample isokinetically or even to point the sample inlet into the
wind. The volume of air sampled is measured by gas meter. The method was orig-
inally devised to assess the ‘blackness’ due to smoking chimneys, and the amount
of material collected is impracticably small for routine mass determination by
weighing (e.g. a concentration of 50 pg m™—> would give a deposit of about 100
rg). Hence the standard method of analysis is based on reflectometry, which is
much more sensitive at low particle loadings. As urban particle concentrations
have declined from the hundreds of wg m~3 that were common in the 1960s to
the tens that are more typical today, and the components have become less influ-
enced by black smoke and more by other materials such as ammonium sulphate,
the reliability of this method has decreased. Although results are issued in gravi-
metric units, conversion factors must be used to compare these with other, truly
gravimetric, methods.
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Figure 4.14 Schematic of the high-volume sampler, including PMq head.
Source: Quality of Urban Air Review Group (1996) Airborne Particulate
Matter in the United Kingdom, Third Report of the UKQUARG,
Department of the Environment, London.

4.7.1.2 High-volume sampler

The ‘Hi-Vol’ (Figure 4.14) was developed in North America, where it has been
widely used. This device produces the equivalent result over the same time
period as the filter above, but gravimetrically. Air is drawn in below the eaves
of a protective roof, then vertically down through a rectangular 254 X 203 mm
(10" X 8") glass-fibre filter paper. A separator may be included before the filter,
as in Figure 4.14, to confine the measurement to PM;,, for example. The
airflow rate is about 1 m3 min~!, so that over a 24-h period about 1400 m3 of
air are sampled, which would contain 70 mg of particles if the mass loading was
50 wg m~3. The filter papers themselves weigh around 2.7 g, and with careful
procedures such as the equilibration described above, the mass can be
determined within a few percent. The filter material must collect >99% of
0.3 wm particles. If the filters are to be analysed for chemical composition, then
various grades of filter that have reduced or more stable background concen-
trations of certain elements are available. Glass or quartz-fibre filters can also
be treated by high-temperature soaking or by washing with distilled water to
remove volatile organics or ionic species. Although glass-fibre filters are widely
used, care must be taken because conversion of gaseous SO, to particulate
sulphate on the filter surface itself can artificially elevate apparent particle
loadings. The USEPA specifies an alkalinity of less than 25 microequivalents
per gram, and that the filter itself should not gain or lose more weight during a
24-h sample than is equivalent to 5 pg m~3. Additional errors are possible due
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to reactions of gases with particles on the filter surface, or volatilisation of
particles after they have been collected. The supporting measurement needed in
order to calculate particle concentration is the volume of air sampled. This is
obtained by measuring the pressure drop across orifice plates in the flow path.
For basic models the flow rate is measured before use, and again at the end
because the build-up of particles reduces the flow; more sophisticated (and
therefore more expensive) models have electronic flow controllers to keep the
sample rate within £5% throughout the 24 h.

4.7.2 Optical methods

Some of the electromagnetic radiation shining on a particle is scattered away from
its original direction. The amount scattered depends on various parameters includ-
ing the particle’s size, and several instruments use this fact to measure properties
of the particle population without collecting the particles (which means, of course,
that they are not available for chemical analysis either). First we describe methods
for the overall mass loading. Methods which are mainly used to give information
on the size distribution are described in Section 4.7.5.

Nephelometers. This family of instruments employs a large view volume to
measure scattering from many particles simultaneously. The air sample is passed
through a cylinder (typically 2 m long and 15 cm diameter) that is illuminated
from one side, and light scattered between 5° (almost forward) and 175° (almost
backward) is detected by photomultiplier at one end of the cylinder. Single-wave-
length instruments are principally used for measurement of atmospheric optical
properties such as extinction coefficient or visibility. Multiple wavelength
nephelometers can provide additional information on aerosol size distributions.

The aethalometer is used to measure real-time total concentrations of black
carbon (BC) particles. The particles are sampled at around 10 I min~! onto a
quartz fibre filter, through which a broad-spectrum light source is shone. The
beam is attenuated, and the attenuation converted into a mass concentration of BC
on the filter via a calibration factor (expressed in m? g~!). The calibration factor
itself varies from site to site, since it will depend on the detailed properties of the
BC particles; different workers have found values ranging from 20 in urban areas
down to five in remote regions. These values compare with a figure of around
0.05 for mineral dusts such as Saharan sand or road quartz. There is a problem
with converting the measurements directly into the equivalent scattering of those
particles in the atmosphere, because the close packing of the particles on the filter
results in multiple scattering. The same principle has been used in the US to
measure coefficient of haze (COH).

A related handheld device known as the direct-reading aerosol monitor
(DRAM) is used to measure ambient and workplace particle concentrations. The
PM,, fraction is selected from an inlet stream that has a flowrate of 2 1 min~! and
is passed to an optical cell. Near-infrared light is forward scattered from the
sample, then the scattered signal is converted to mass concentration via a
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calibration factor. No information is given on the size distribution. The device is
useful for fast semi-quantitative determinations or assessment of changes, but the
calibration factor varies with aerosol characteristics.

4.7.3 Beta-attenuation

The air sample (possibly after being drawn through a size-selective inlet for PM;,
or PM,5) is pulled through a filter to deposit particles. A beam of ~0.1 MeV
electrons from a radioactive source (a few MBq of krypton 85 or carbon 14)
is directed through the filter paper and the flux measured by a Geiger—Miiller
counter or silicon semi-conductor on the other side. There is a constant attenuation
of the beam due to the filter itself, and an increasing attenuation, described by the
Beer-Lambert law, as particles accumulate on the filter. The method is most
commonly employed as an automated sampler, with separate samples taken on a
continuous reel of filter tape. The mass loading is measured intermittently, with a
typical minimum time resolution of 30 min, and a detection limit of 5 g m ™3 for
a 1-h average. System calibration can be automated by inserting a membrane of
known mass density into the beam, although this does not allow for the effects of
different sample properties. One attraction is that the attenuation is quasi-gravi-
metric — it should only be affected by the mass of material collected, and not by
the size distribution, particle shape or chemical composition. In fact attenuation is
due to scattering of the beta particles by atomic electrons in the filter media and
deposited particles, and therefore depends on the areal density of these electrons.
Different elements have different ratios of atomic number (i.e. number of
electrons) to mass. The ratio varies between 0.4 and 0.5, except for hydrogen for
which it is one. In practice, for the mixtures of elements found in particle samples,
the ratio is in the range 0.47-0.50, and the error is acceptable. Ammonium
compounds such as ammonium nitrate and ammonium sulphate, which contain a
high proportion of hydrogen atoms, may require local calibration.

4.7.4 Resonating microbalance

There are two main variants of this principle. In the first, particles are impacted
inertially or electrostatically onto a piezoelectric quartz crystal that oscillates at
its natural resonant frequency of around 10 MHz. As the weight of deposited
material accumulates, the resonant frequency decreases according to

1 1 2
Am = K<—2 - —2> or Am= _SAf
f f 0 f 0
so that the change in frequency Afis directly proportional to the change in mass

Am, provided that Af is small compared to f,. The frequency is continuously
compared to that of a reference crystal placed out of the particle flow, and the
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frequency difference is directly proportional to the collected mass. The device is
sensitive, with a minimum time resolution of one minute, but requires the crystal
to be manually cleaned periodically.

The other variant of this principle is known as the tapered element oscillat-
ing microbalance (TEOM, commonly pronounced tee-om, Figure 4.15). The
particles are collected continuously on a filter mounted on the tip of a glass ele-
ment that oscillates in an applied electric field. Again the natural frequency falls
as mass accumulates on the filter. This device has been chosen for PM;, meas-
urements in the UK Automated Urban Network, largely because it was the only
gravimetric method capable of the required 1-h time resolution when the net-
work was set up in the early 1990s. Although the method is specific to mass

Filter holder

Amplifier
and
counter

Field plates

Vibrating element

Outlet, to pump

Figure 4.15 The tapered element oscillating microbalance (TEOM).
Source: Hinds, W. C. (1999) Aerosol Technology: Properties, Behaviour and
Measurement of Airborne Particles, Wiley, New York.
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loading, there is a significant systematic error. In order to maintain the con-
stancy of the base resonant frequency, the oscillating element is maintained at
a temperature of 50 °C. This temperature is high enough to evaporate volatiles
from some particles, resulting in a long-term gradual loss of mass. In specific
experiments in which pure ammonium nitrate aerosol was sampled, serious
volatilisation losses were experienced which were greatly reduced when the
substrate was maintained at 30 °C rather than 50 °C. Unfortunately this lower
temperature creates even larger errors due to variable water content in the sam-
ple. In field trials where the TEOM has been compared with co-located high or
low volume gravimetric samplers, it has been found that the TEOM under-
measures daily mean PM;, concentrations by about 30%, and that this propor-
tion will also vary with particle composition. Since attainment of concentration
limits is framed in terms of the number of days on which the limit is exceeded,
significant errors in attainment may be generated by this under-reading. For the
UK network, it is now recommended that the indicated mass loadings be
increased by 30% to correct for this effect, and it is necessary to specify the
measurement method when reporting readings (i.e. PMg (grav) 0F PMg (tEOM))-
Despite this imperfection, the TEOMs in the AUN have certainly shown the
power of rapid-response continuous monitors for understanding the behaviour
of urban particulates.

4.7.5 Size fractionation

The methods above give only the total mass loading of particles after arbitrary
changes to the ambient distribution have occurred in the sampling system. The
methods were widely used in the first generation particle networks — high-
volume samplers in the US, smoke shade in the UK. Subsequently, it has been
realised that we need more specific information about the mass loading in
specific size fractions in order to assess potential health effects: the very
minimum information required is the mass concentration of particles less than
10 pm (PM;); we are now moving towards a need to know the mass of parti-
cles less than 2.5 wm, and for some research activities a complete breakdown
of mass loadings in each of five or ten diameter sub-ranges below 10 wm. The
range of sizes that we might be interested in stretches for five decades — from
0.001 pm up to 100 wm. No available particle sizer will cover that range, and
at least three quite different techniques would be needed. Each technique will
be based on a different particle property such as inertia or mobility, each of
them will have been calibrated using a precisely controlled laboratory aerosol
quite unlike that being measured, and the results from the different methods
may not be directly comparable. Laboratories need to use a bank of different
instruments to build up an overall particle size distribution. This requirement
has become more pressing as it has become recognised that vehicle exhausts
generate particles below 1 pm, which are not measurable by the most common
(and cheapest) methods.
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4.7.5.1 Optical sizers

Single particle counter. A small view volume (a few mm?) is illuminated by a laser,
and the light scattered from it, at an angle to the beam direction, is measured by
photomultiplier. When there is no particle in the volume, no light is scattered towards
the photomultiplier and no signal results. A pump draws an air sample through the
view volume at such a rate that there is usually only one particle in view at a time.
Each particle traversing the volume scatters a pulse of light which is recorded. When
enough particles have been sampled to give statistically meaningful results (a minute
or two at typical ambient air particle concentrations) the pulse heights are analysed
in terms of the number of particles within different diameter ranges. The minimum
particle diameter that is measurable with commercial instruments is around 300 nm.
Although more powerful lasers can in principle detect smaller particles, there may
be a problem with particle heating. The technique has a very large dynamic range,
so that one device can be used for a wide range of concentrations, from clean-room
conditions with 10 particles m ™2 up to polluted ambient air with millions of particles
m~3. The lower limit is set by the length of time it takes to build up a statistical
description of the concentration distribution, and the upper by the increasing
probability of having more than one particle in the view volume at a time. The
manufacturer’s calibration is usually achieved by using homogeneous spherical
particles of latex or similar material. Natural particle populations are neither
spherical nor chemically homogeneous, and it will often be necessary to recalibrate
the device gravimetrically against a sample of the aerosol of interest.

4.7.5.2 Aerosol spectrometer

With this technique, light is used to detect the particles, but not to size them. The
sample air stream in which the particles are suspended is accelerated rapidly.
The acceleration of the particles lags behind that of the air because of their
inertia, and the lag is larger for aerodynamically larger particles. The lag is
measured by the transit time between parallel laser beams. Hence the true aero-
dynamic diameter (rather than the mass or physical diameter), which is the
parameter that defines particle inhalation and deposition, is determined directly.

4.7.5.3 Inertial impactors

Ironically, this technique relies on exactly the inertial properties of particles that
make them so difficult to sample accurately. Air is drawn through an orifice (or jet)
towards an obstruction (or particle sampling substrate). The orifice diameter, jet
speed and separation of the jet tip from the substrate combine to determine the cut
diameter of the stage — that is, the particle diameter above which 50% of particles
will be deposited on to the substrate, and below which 50% will remain airborne.
The efficiency of each stage depends on the Stokes number, which in this instance
is the ratio of the particle stop distance to the half-width of the nozzle aperture.

© 2002 Jeremy Colls



sk — CUdp.

18d

The cut diameter is then given by

d, =

[ 184dStksq, ]”2
14

Cp,U

Stksgg, is around 0.25 for round jets, 0.5 for rectangular jets. In practice the
impaction stage will be designed approximately using these criteria, then
calibrated using monodisperse aerosols.

This principle is used in a variety of devices. First, there are size-selective PM
inlets that fit above the filter of the standard high-volume sampler in place of the
gabled roof (see Figure 4.14). Air is drawn in along a curved path which, at the
normal sampler flow rate, leaves most particles of less than 10 wm diameter still in
the airstream en route to the filter, but separates out the larger particles. Although a
cut diameter of 10 £0.5 wm is specified, it is very hard to achieve this level of
precision in practice, because the cut diameter is affected by the flow rate and inlet
cleanliness. When properly carried out, the method should yield a precision within
+5 wgm™3 for PM;, concentrations less than 80pgm™3 or +7% for higher
concentrations. This is one of the reference methods used in the US for measuring
compliance with the National Ambient Air Quality Standards (NAAQS).

Second, with the so-called dichotomous sampler (Figure 4.16), air from a
PM, preseparator is passed to a virtual impactor. The latter involves a very slow
flow rate through filter C, so that particles greater than 2.5 wm are ‘impacted’,
whereas those less than 2.5 wm follow the flow to filter F. This provides both
respirable and fine-particle fractions, usually averaged over a 24-h period.
The sample rate is much lower than that of the high volume sampler, at around
17 1 min~!. This volume flow rate is not arbitrary — it is designed to simulate the
typical adult average breathing rate.

Finally, various specialised size discriminators, called cascade impactors, are
available both as inlets for high-volume samplers and as stand-alone devices.
Figure 4.17 shows the basic principle. The sample air is passed first through Jet
1, which has the largest diameter and greatest separation from the substrate
below it. Hence the larger particles are deposited on Substrate 1 but smaller par-
ticles follow the streamlines around it. Jet 2 is smaller in diameter (higher air
speed) and closer to Substrate 2, so that the smaller particles are retained. By
correct arrangement of a sequence of stages having smaller jets, higher speeds
and closer substrates, up to ten different cut diameters can be accommodated.
The performance of each stage is determined by the Stokes number, and charac-
terised by the cut diameter for which the collection efficiency is 50%. The small-
est particles which escape deposition on the final stage may be collected on a
back-up filter.
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Figure 4.16 Dichotomous sampler.
Source: Harrison, R. M. (1999) ‘Measurements of the concentrations of
air pollutants’, In: S. T. Holgate, J. M. Samet, H. S. Koren and R. L.
Maynard (eds) Air Pollution and Health, Academic Press, London.

Each substrate can be weighed individually if the variation of mass loading with
diameter is required, and the collected material is available for analysis to show the
variation of chemical properties with particle size. Of course, as with most things
in life, there are trade-offs. The large number of stages gives a high pressure drop
and uses more power. High jet speeds in the final stages mean a greater risk of
breaking up large particles into smaller ones, and also of re-entraining deposited
particles back into the air stream. The very small amounts collected on some stages
may make it difficult to weigh or analyse them with the required accuracy.

The standard cascade impactor cannot normally be used to measure particles
smaller than about 0.3 pwm because the high air speeds needed for deposition
cause unacceptable pressure drops and impact forces. The size range has been
extended with the electrostatic low pressure impactor (ELPI), in which reduced
air pressure (and hence a larger value for C) enables deposition of particles down
to around 30 nm. Even this is not small enough to include the mode of the number
distribution produced by engines running on low-sulphur fuel. One disadvantage
is that the low air pressure (about 8 kPa at the final stage) increases the
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Figure 4.17 The principle of a two-stage cascade impactor.

evaporation from semi-volatile particles. The ELPI also charges the particles
electrostatically and measures the rate of particle deposition from the current flow
to each stage. Hence it can be used in real time, rather than having to wait for a
weighable deposit to accumulate on each stage. However, these image and space
charges themselves generate a new force on the particles which may change their
deposition characteristics. In another version of this principle, the micro-orifice
uniform deposit impactor (MOUDI), the particles are deposited on rotating sub-
strates to avoid re-entrainment, and the mass determined gravimetrically.

4.7.5.4 Electrical mobility analysers

In the differential mobility analyser (DMA)/spectrometer, electric fields are used
to separate particles according to their mobility (which is a function of diame-
ter). The transfer function is the particle penetration as a function of the electri-
cal mobility for a given voltage and flow setting. The DMA has also been used
to measure both cloud droplets and the aerosols that accompany them. If an
individual droplet is first charged and then evaporated to dryness, the electric
charge on the residue is a function of the original droplet diameter. Detection is
via either condensation of water vapour on each particle and subsequent light
scattering, or deposition of electric charge to an electrometer. In instruments
such as the scanning mobility particle sizer (SMPS) and electrical aerosol
analyser (EAA), the aerosol is first passed through a charger (e.g. Krypton 85)
that applies a bipolar electrostatic charge to the particles (Figure 4.18). The
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mean particle charge is close to zero, but a fraction of the particles carry charges
of 1, +2 etc.

The system is designed so that the charge distribution is independent of the
chemical composition and morphology of the particles. Then the aerosol flows
through the annular region between a cylindrical steel housing and a
coaxial central rod. A variable voltage difference is applied between the two.
Positively charged particles are attracted towards the negative central rod, while
negatively charged particles are attracted towards the outer cylinder. Each par-
ticle takes up an equilibrium radial drift velocity vy,; towards the appropriate
plate such that

S EeC
drift 375[.Ldp

where E is the electric field strength, e is the electron charge, C is the Cunningham

slip correction factor, u is the air viscosity, dj, is the particle diameter.

The particles will have a residence time in the cylinder which is determined
by the axial velocity v,,;, and the length. At any given voltage setting, the small-
est particles with the highest mobilities will be deposited on the rod. The largest
will leave without attaining significant radial velocities. Hence a small diameter
range will be selected by the outlet, where they can be counted by a condensa-
tion particle counter (or the current measured). By varying the field strength and
residence time, particles of different sizes may be allowed to pass through. The
measured size range is typically 10 nm—0.5 pm, and 2-3 min are needed to
accumulate the measurements across the sequence of cut diameters. This makes
the technique too slow, for example, to determine variations in particle emissions
from engines operating in a transient mode.

4.7.5.5 Diffusion batteries

The sample air passes in laminar flow between closely-spaced parallel plates or
along cylindrical pipes. Particles of different sizes diffuse with different speeds to
the walls, with the smaller particles more likely to be retained. By varying the
flow parameters, particles above a cut diameter will penetrate and be counted (by
a CNCQ). Size ranges of 5-500 nm have been determined.

4.7.5.6 Condensation particle counter

The condensation particle counter (CPC, also known as the condensation
nucleus counter (CNC) or Aitken nucleus counter) is used to measure the total
number concentration of particles in the diameter range from a few nanometres
to 1 wm. The particles are introduced into a chamber where they are exposed to
a water-or alcohol-based supersaturated vapour. The particles act as condens-
ation nuclei for droplets that grow to around 10 wm diameter, when they are
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large enough to be detected and counted, usually by optical methods. Since the
growth is diffusion-limited, all the droplets are of similar diameter even if the
original particles were highly polydisperse. Because the supersaturation is very
high, it makes no difference what the original particle was made of — it simply
serves as a condensation centre. In some designs the supersaturation is created
cyclically by adiabatic expansion, and in some it is created continuously by
conduction cooling. Individual particles can be counted if the concentration is
low enough. At higher concentrations an optical method based on attenuation of
a beam by the droplet cloud is used. Problems may be caused by excessive
concentrations of nanoparticles (<20 nm), which are undercounted because the
vapour has been depleted.

An adaptation of this technique is used to count cloud CCN particles. These
are activated by the low supersaturations (0.01-1%) found in updrafts and clouds.
The controlled supersaturation is achieved by maintaining two wetted surfaces at
different temperatures.

4.7.5.7 Calibration

Whatever size classifier method is used, it will need calibrating during and after
the design stage, as well as by the user to confirm correct operation. It is not
possible to generate a polydiperse aerosol with known standard deviation and
median diameters. Instead, calibration is achieved with the use of a series of
quasi-monodisperse aerosols with very narrow size distributions. A range of
methods exists for generating these.

The process of condensing a vapour on to a nucleus, which is used to count
aerosol particles in the CNC, can also be used to create almost monodisperse
aerosol. The aerosol material, which is typically a high-boiling substance such as
dioctyl phthalate or oleic/steric esters, is atomised and evaporated in an electric-
ally-heated glass tube. Residual non-volatile impurities provide the condensation
nuclei for droplet formation. Although the nuclei may vary in size initially, the
rate of condensation growth slows as the droplet diameter increases, so that after
a suitable time all the droplets have achieved almost the same diameter. The
original solution is diluted with alcohol, which evaporates to produce smaller
droplets. By controlling system parameters such as dilution, temperature and
residence time, particles in the size range 0.04-1.0 wm can be produced at
number concentrations of around 107 particles cm™3.

Bottles of spherical polystyrene latex beads in aqueous suspension are avail-
able, with diameters in the range 0.02—100 pm. Aerosols can be generated by
nebulising a diluted suspension and mixing the droplet suspension with dry air
to evaporate the liquid component. The distribution is extremely monodisperse,
and the particles are almost the same density as water so that the aerodynamic
diameters are nearly the same as the physical diameters. Hence these particles
are favoured for instrument calibration. There may be problems with chain
formation if multiple particles are present in one drying droplet, and with
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formation of nanoparticles from stabilisers if there are no particles present in a
drying droplet.

With a spinning disc generator, a small (3 cm diameter) conical disc with a flat
top is suspended on the airflow leaving a vertical pipe. Fluting on the underside
of the disc forces it to rotate in the airstream, achieving up to 60 000 rpm. Liquid
is fed onto the top centre of the disc, and moves radially across the surface under
centripetal force before being projected from the edge in a thin sheet.
Hydrodynamic forces break the liquid sheet up into droplets. Most of the droplets
are in one larger size class, while about 10% of the liquid forms satellite droplets
which are about 1/4 of that diameter.

0.47 12
o)
® pR

where o is the speed of rotation (revs s™'), y and p, are the surface tension and
density, respectively, of the liquid, and R is the disc radius.

The two size groups separate because of their different stopping distances and
both sets can be used. The droplet diameter is changed by adjusting the rotation
speed of the disc. Further control can be achieved by air-drying solutions of
different concentrations to leave a solid residue. By using both of these
techniques, aerosol particles in the range 0.6-3000 pwm can be generated.

Highly monodisperse droplets can be produced from a vibrating orifice. For
example, a liquid is forced under pressure through a 5-50 wm orifice, which is
vibrated in the direction of the jet by the application of a sinusoidal force from a
piezoelectric crystal. The Rayleigh instability which breaks up the jet into
droplets occurs at the imposed frequency, and the droplet diameter can be
calculated directly from

B 221/3
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where Q is the liquid flow rate and f the applied frequency. The initial droplet
diameters are 15-100 pwm. As with other liquid-based particle generators, solvent
dilution and evaporation can be used to create solid particles and to further extend
the diameter range. Rapid dilution with clean air is essential to prevent the
droplets from coagulating.

In a fluidised-bed aerosol generator, a chamber is filled with bronze beads
about 200 wm diameter, to a depth of 15 mm. An upward air current suspends the
beads above the floor of the container. Dust from a reservoir is fed into the cham-
ber, ground up by the bronze beads, and entrained into the updraft leaving the
chamber. This technique is used to disperse powders such as ground Arizona road
dust. It generates a broad but quasi-reproducible size distribution rather than a
monodisperse aerosol.
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4.8 CHEMICAL COMPOSITION OF AEROSOL

The primary component of the accumulation and ultrafine aerosol includes
elemental carbon and high-molecular weight organic compounds from fossil
fuel combustion and biomass burning. The secondary component includes
photochemical reaction products and organic condensates. Some of the
particles will include significant water if they are hygroscopic and the relative
humidity is high (over about 60%). Other substances include short-lived
intermediates, such as peroxides and free radicals, of gas- and aerosol-phase
chemical reactions. Many of the measurements made of airborne particles have
focussed on the mass loading and size distribution regardless of the chemical
composition, and this has been reflected in legislation and air quality guidelines
concerning particles. We are just beginning to address this lack of understand-
ing, and it is possible that in the future it will be seen to be just as naive to dis-
cuss total particle concentration as it is to discuss total gas concentration today.
A range of techniques has been used to achieve our current understanding:

e Wet chemistry of bulk samples. Particles are accumulated on a filter, typically
over a period of at least a few hours, and analysed by the full range of
chemical laboratory techniques for the materials of interest. This method has
been used to investigate the photochemical formation of ammonium sulphate
and nitrate, the occurrence of sea salt particles from ocean droplets, fluoride
pollution from point sources. Increased sophistication is available from other
devices. Atomic absorption is routinely used for metal analysis; ion
chromatography for ions such as sodium and calcium; inductively-coupled
plasma spectroscopy (ICP) can give 20 metals simultaneously, neutron
activation analysis (NAA) can give up to 35 elements. Carbon content (by
solvent extraction or thermal decomposition) can also be determined.

e  For semi-volatile compounds such as ammonium nitrate, volatilisation of the
collected particles in the presence of variable concentrations of gaseous
component before analysis is a serious source of error. In this case the
diffusion denuder can be used to separate the gas from the particles.

e  Optical microscopy. Studies of individual particles on a substrate can be
useful for source attribution. Collections of photographs of known materials
are available for comparison. Standard microscopy can be enhanced with
techniques such as polarising filters.

e  Transmission electron microscopy (TEM). Again, collections of micrographs
are available for comparison.

e  Scanning electron microscopy (SEM). Not only does this give 3-D images of
particles, which makes visual identification more straightforward, but the
instrument can be used with a number of bolt-on analytical devices, such as
energy-dispersive analysis of X-rays (EDAX), which give a powerful method
of performing chemical analyses on individual particles once they have been
collected on a substrate.
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e  X-ray fluorescence is a common method for multi-element particle analysis.
Particles are first collected on a membrane filter (so that they remain on the
surface, rather than getting buried within the filter as they would with glass
fibre). Photons (X-rays) are used to knock an inner orbital electron out of an
atom. The vacancy is filled by an outer electron, and the excess binding energy
released as an X-ray. The energy of the X-ray is determined by the difference
between the energies of the two orbits, and hence spectroscopic analysis gives
the element involved, with determination of all elements simultaneously.
Elements with atomic numbers less than 12 cannot be determined by this
method, which rules out many environmentally-important elements such as
sodium and magnesium. The methods for determining the energy of the emitted
X-ray are either wavelength dispersive or energy dispersive, with the latter
being most common because it is cheaper. Detection limits for both methods are
in the 1-10 pg g~ ! range. The vacuum environment of the EM, together
with local heating from the electron beam, may give problems with volatile
components.

e In the PIXE method, heavy charged particles, such as 1-4 MeV protons,
are used to generate the X-ray fluorescence instead of photons. The X-ray
spectrum is measured with an energy-dispersive detector. The minimum
sample mass is lower, and the detection limit an order of magnitude
smaller, than for EDXRF (down to ng g~ 1), although the inability to sample
light elements remains.

e Neutron activation analysis involves irradiating the sample with thermal
neutrons from a nuclear reactor. This makes a small proportion of the stable
atomic nuclei in the sample radioactive. The original elements present can be
determined by measuring the radioactivity. Normally, the emitted y-rays are
measured with a spectrometer and the elements identified from the occur-
rence and strength of the lines in the y-ray spectrum.

e Laser microprobe mass spectrometry involves the irradiation with a high
power laser of particles that have been collected on a substrate. The ejected
ion fragments are then analysed by a mass spectrometer. Trace levels of
metals can be detected at the ppm level in individual particles, inorganic
compounds such as nitrates and sulphates can be speciated, and surface
species can be differentiated from those in the body of the particle.

These methods will only give the elemental composition, rather than
compounds, although much can be inferred from the ratios of components. A
further limitation is that examination of a statistically significant number of
individual particles can be both laborious and time-consuming.

Clearly there is no simple single method that will give the information needed
for a complete characterisation of particle chemistry. Use of complementary
methods is needed in order to build up as full a picture as possible. Even when
that has been done, it must be remembered that repeat sampling at a different time
of year or in a different location will probably give different results.

© 2002 Jeremy Colls



4.8.1 Particle microstructure

With advances in instrumental analysis techniques it has become feasible,
although not yet routine, to investigate the microstructure of individual
particles on spatial scales of ~0.01 wm. Very few particles are physically or
chemically homogeneous. It is more normal for any particle to have, for
example, a core of one material such as carbon, with a surface shell of another
material such as condensed volatiles. Elements of anthropogenic origin such
as tin, titanium, chromium and lead are mainly released into the atmosphere in
gaseous form during fossil fuel combustion. They eventually form a thin
surface film on large mineral particles. Fly-ash particles from coal burning can
also have very non-uniform element distributions, with surface concentrations
of toxic elements such as lead which can be thousands of times the average
concentration in the particle. These particles have been much studied due to
their large emissions and widespread prevalence in the troposphere. Studies
downwind of smoke plumes from oil well fires have shown that particle
surface sulphate deposits increase with distance, indicating a gas-to-particle
conversion process. Urban aerosol particles have been found to have a shell
structure, with an inner core of soil-based material, a layer of carbonate and
organic carbon compounds, and a surface layer only 60 nm thick of nitrate and
ammonium sulphate.

4.8.2 Real-time chemical analysis

Some of the methods normally used for laboratory analysis have been
automated to give in situ measurements in near-real time, usually on a cycle that
integrates over about 1 h. Methods are currently being developed to give true
real-time chemical properties of individual particles, although the smallest
particle size for which they have been used so far is around 1 pm. The most
developed technique is particle analysis by mass spectrometry (PAMS).
Typically, a few hundred particles per minute are first sized by a time-of-
flight method. The particles are then individually volatilised and ionised by a
high-energy (e.g. excimer) laser, which is itself triggered by the passage of the
particle through the sizing laser. The ionised fractions then enter a time-of-
flight mass spectrometer.

4.9 MEASUREMENT OF COARSE PARTICLE
DEPOSITION

Large particles (having aerodynamic diameters greater than about 20 wm) have sed-
imentation speeds that are significant compared to vertical turbulent speeds in the
atmosphere and therefore settle out onto surfaces. When industrial processes such
as crushing, grinding, ploughing, quarrying or mining generate large emissions of
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these large particles, there can be a local nuisance problem with deposition to the
surrounding area, making cars, paintwork and laundry dirty. There is unlikely to
be a health issue, since the particles are too large to be inhaled. Standards have been
difficult to lay down, since what is clean to one person may be dirty to another, and
the effect will vary depending on the combination of surface colour and dust colour
— coal dust will be noticed much more quickly on white windowsills than would
limestone quarry dust. A guide value of 200 mg m~2 day ! has been suggested, but
is certainly not accepted universally. These particles are not in suspension in the air
and cannot be measured by the active sampling/filtration methods discussed above
for aerosol. Particle deposition has instead been measured for many years by a
variety of deposit gauges. Their common feature is a collector which presents a
horizontal circular area into which the particles fall.

For the BS deposit gauge, the circular area is the upper rim of a glass or plastic
funnel, as in Figure 4.19. Particles that fall into the funnel are washed by rain into
a collecting bottle during a period of one month, after which they are filtered
from the liquid, dried and weighed. The mass of particles is then divided by the
funnel area and the collection period to calculate the deposition rate in mg m™—2
day~!. The sample can also be analysed for soluble and insoluble fractions or
other chemical components which might give additional information on the
source of the dust. The collection process sounds straightforward but is far from
it. First, although the particles are sedimenting, their terminal speeds are much
lower, typically by factors of 10 or 100, than typical horizontal windspeeds in
the lower atmosphere. Hence they are ‘falling” almost horizontally, and the deposit
gauge will present a very thin ellipse rather than an open circle. Edge effects
caused by turbulence as the wind blows over the rim of the gauge also interfere
with the smooth deposition process. Wind-tunnel tests have shown the collection
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Figure 4.19 BS deposit gauge.
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efficiency to be very low at normal combinations of particle diameter and wind-
speed. Second, rainfall is an intermittent process — it only rains for 7% of the time
in the UK. Hence dust will be deposited into a dry container most of the time, and
can get blown out again, or re-entrained, by atmospheric turbulence. The gauges
are usually left out for many days or weeks, so significant losses can occur during
long dry spells.

Other deposit gauges have been designed on the same basic principles. The
International Standards Organisation (ISO) gauge is simply an upright vertical
cylinder, designed to allow particles to fall into stagnant air well below the rim and
reduce particle re-entrainment. The flow disturbance and re-entrainment problems
of deep gauges have prompted the development of very shallow dish collectors
with a low rim, often referred to as frisbee gauges (Figure 4.20). They are cheaper
and lighter, which also makes them attractive for short-term surveys where vandal-
ism might be a problem. Their low profile reduces both the disturbance to the flow
and the development of the internal vortex that causes re-entrainment, and their
collection efficiency is less sensitive to windspeed. Various modifications have been
tested to improve their performance, such as fitting a nylon mesh across the top and
a foam liner to the inside to reduce splash. These changes will all affect performance
by uncertain amounts. Petri dishes have also been used for measurements taken over
short periods (a day or two) under calm conditions.

In the middle part of the twentieth century these deposit gauges were the main
method of measuring atmospheric particulate pollution in urban areas, and
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Figure 4.20 Frisbee deposit gauge.
Source: Mark, D. (1998) In: R. M. Harrison and R. van Grieken (eds)
Atmospheric Particles, Wiley, Chichester.
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formed a part of the UK National Survey. As coarse dust emissions have been
reduced, urban deposition values have fallen from around 500 mg m~2 day ! to
below 100. Attention has switched to smaller suspended particles, and deposit
gauges have fallen into disuse for general air pollution measurements, although
they are still appropriate for specific source investigations.

The fact that most particles are falling with almost horizontal trajectories has
been used to advantage with the directional dust gauge. In this design (Figure 4.21),
there are four cylindrical collectors, each of which has a vertical slit facing outward.
When the wind is blowing towards a particular slit, the streamlines diverge
around the cylinder and the particles are deposited inertially into the slit, after
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Figure 4.21 BS directional deposit gauge.
Source: Pio, C. A. (1986) In: R. M. Harrison and R. Perry (eds) Handbook
of Air Pollution Analysis, Kluwer Academic Publishers, Dordrecht, The
Netherlands.
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which they settle into removable bottles below. The directional gauge can be
placed, for example, on the perimeter of a source such as an open-cast coal
mine or quarry. After exposure for a few days or weeks, examination of the relat-
ive amounts collected in the four bottles, after correction for the proportion of
time for which the wind has been blowing from those directions, will give an
indication of the source direction. This might be confirmed by microscopic or
chemical analysis of the samples. There are uncertainties connected with swirl
around the cluster of cylinders causing deposition in the ‘wrong’ collector, and
the variability of collection efficiency with windspeed.

The size distributions of coarse particles can be determined, but much care is
needed with sampling conditions in order retain the larger particles. Size fractions
can be separated by means of an elutriator, in which a vertical updraft of air car-
ries away particles having less than the designed sedimentation speed while
retaining the remainder. Centrifugal forces generated by relatively gentle bends
can be used to discriminate particles in the 10-100 pm diameter range.

Other simpler semi-quantitative methods are also in use to assess nuisance
from deposited dust. First, white sticky tape can be exposed and the results
expressed as percent area coverage by measuring the percent reduction in
reflectance (per day). Second, glass microscope slides can be exposed horizon-
tally, and the resulting reduction in reflectance expressed in soiling units, where
one soiling unit is a 1% reflectance reduction.

4.10 EMISSION MEASUREMENT FROM
STATIONARY SOURCES

Emissions from stationary sources may be divided initially into confined and
unconfined. Confined emissions are those from chimneys and other organised
release arrangements, usually as a result of a specific ventilation process and
driven by a fan or other prime mover. Unconfined emissions are those from roof
vents and other gaps, often driven by natural convection due to buoyancy.
Confined emissions are much easier to quantify. For both types of emission,
two measurements are often of interest — the concentration of the pollutant
and its mass flow rate. Calculation of the latter requires knowledge of the gas
flow rate.

Both the temperatures and pressures of process gas emissions are likely to be
different to ambient values. Gravimetric concentrations are therefore converted to
mass per Normal m® (Nm?, at 20 °C and 1 atmosphere), by the method given in
Chapter 1, before reporting.

4.10.1 Confined emissions

These are usually chimney stacks from continuous or intermittent sources such as
power stations, chemical works and many other processes.
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4.10.1.1 Measurement of volume flow rate

For various reasons it may be useful to measure either the distribution of gas
velocities across the cross-section of a duct or stack, or the gas volume flow
rate. First, correct particle sampling involves establishing isokinetic flow
through the sample inlet — that is, an inlet speed equal to the local gas speed.
Second, process emission limits may be expressed in mass of pollutant per day,
for example, as well as or instead of pollutant concentration.

The classical method for measuring the local value of gas speed is by the
velocity head. In a single-point fixed installation, a small-bore tube points
upstream (there is no flow through it) and measures the total head, which is the
combined static and dynamic pressure. A second tube just penetrates the duct wall
and measures the static pressure alone. The difference between them, which can
be measured on one manometer, is the velocity head. This is equal to 1/2 pv?,
where p is the gas density at the flow conditions (composition, temperature and
pressure). If the gas speed has to be measured at different points across a section
of the duct, then a Pitot-static probe is used, in which the total and static heads
are combined at the end of a stainless steel probe which may be several metres
long. For low particulate loadings, the standard type is preferred since its cali-
bration is within 1% of the theoretical value. For high particulate loadings the
small upstream hole of the standard type tends to get blocked, and the S-type
should be used, although the calibration of this may be as much as 15% away
from theoretical and corrections must be applied. The pressure differential is
measured by a slant oil-filled manometer or magnehelic gauge. There are also
available electronic digital instruments which measure the differential pressure,
temperature and static pressure, take averages and compute the flow.

Volume flow rate is determined as the average gas speed over a cross section
of the chimney or a duct leading to it, multiplied by the cross-sectional area.
The volume flow rate may then be multiplied by the gas concentration (which
is usually assumed uniform) to obtain the mass emission rate. It is important to
take the measurement in a section of the duct where the flow is as uniform as
possible — guidelines are at least five duct diameters downstream, and two
diameters upstream, of any disturbance or obstruction such as a damper or
elbow. Many flows are rather non-uniform across the width of the duct, espe-
cially if the measurement has to be taken close to a bend, and the average value
will need to be constructed from many point measurements. These are taken
according to a standard protocol (Figure 4.22), with the Pitot probe marked up
beforehand so that it is inserted to the correct depth. In a rectangular duct,
sample points should be chosen to sample equal areas, while in circular ducts
they should sample equal annular areas. For example, in the configuration
shown, the radii of the two annuli will be 0.58 and 0.82 of the duct radius.

The dry bulb temperature, wet bulb temperature and static pressure will all be
needed as well in order to convert the flow rate to standard conditions. Basic
methods for these have been the mercury in glass thermometer and water U-tube
manometer respectively, although these are being replaced by thermocouple
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Figure 4.22 Measurement locations in rectangular and circular ducts.

probes and electronic pressure sensors. The internal cross-sectional area of the
duct or stack can often be obtained from drawings without needing direct
measurement. If the duct is under significant suction (if the main extraction fan is
downstream) then the sample access hole will need to be sealed to prevent the
inward flow of air from affecting the readings.

Gas volume flow rate from combustion processes can also be calculated from
a knowledge of fuel combustion rate and composition, together with either
oxygen or carbon dioxide content of the flue gases. This is more likely to be done
for efficiency optimisation than for pollutant emission calculations.

4.10.1.2 Measurement of gas concentrations

A wide range of methods is in use, corresponding to those described for ambient
air. The measurements may be either extractive, in which a sample is drawn from
the flue gases and presented to the analyser, or in sifu, in which the measurement
is made directly in the flue gases.

The standard manual extractive method (e.g. US EPA Method 6 for sulphur
dioxide) is to reduce the particle interference problem by plugging the sample
inlet with a quartz wool filter before drawing the sample gas at a flow rate of
about 11 min~! through a heated probe into an appropriate absorber for the gas
of interest. The absorbant is taken back to the laboratory for analysis. A wide
range of absorbers and systems has been developed to cope with the wide range
of gases. For SO,, for example, it is hydrogen peroxide in midget impingers,
whereas for NO; it is sulphuric acid and hydrogen peroxide in evacuated flasks.
The flue gases are often hot, acidic, saturated with moisture and laden with
particles, so getting the sample to the analyser can be difficult. A variety of
solutions to this problem is commercially available.
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First, hot/wet systems keep the flue gas sample at source conditions by heating
the sample line and pump to a higher temperature than the dew point and
delivering the gas to an analyser with a heated sample cell. This method is
appropriate for water-soluble gases such as SO,, NH; and NO, which would be
lost or reduced in condensate.

Second, cool/dry systems cool the sample under controlled conditions to
remove moisture while minimising absorption of the gas of interest. The sample
is then measured by an analyser at ambient conditions. The sample stream is
extracted through a sintered stainless steel or ceramic filter to remove most of
the particles. The filter will often be blown back intermittently with pressurised
air or gas to clear blockages. The sample is then drawn down a 6 mm internal
diameter heated line made of PTFE or stainless steel, at a flow rate of a few
1 min~!, to the moisture removal system. This sample line may be a hundred
metres long, and there must be no condensation anywhere along its length. In a
properly engineered system designed for long life with minimum maintenance,
the sample line may be integrated into an ‘umbilical’ assembly which also
carries power cables, an air line for cleaning the filter and a calibration gas line,
all mounted inside the heating elements (Figure 4.23). Moisture is then
removed by passing the sample stream through either a condensation drier in
which the gas is cooled below the water dew point, or a permeation drier in
which the gas flows through ion exchange membranes which only allow the
passage of water vapour.
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Compressed air Insulation
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Figure 4.23 Integrated heated sample, power and calibration line.

Source: Jahnke, J. A. (2000) Continuous Emissions Monitoring, Wiley, New York.
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Both the hot/wet and cool/dry extractive systems can be close-coupled to the
extraction point by removing the sample line and putting the pump and analyser
right by the extraction point. This eliminates sample absorption in the cooler and
elsewhere, which may improve the accuracy of VOC measurements. It also
eliminates a long length of expensive sampling line, although the downside is that
the analyser may be at an inaccessible location halfway up a tall stack.

With a dilution system, a much lower sample flow rate (20-500 ml min~") is
extracted, which reduces the particle and moisture contamination problems. The
sample gas is immediately diluted with a known flow rate of clean dry air (a few
1 min~ !, giving dilution ratios between 50 and 300:1). The dew point is thus
lowered to below ambient temperatures, and the sample can be brought to the
pump and analyser (which can be an ordinary ambient model) in an unheated
sample line. In one common design of dilution probe (Figure 4.24) the dilution
air supply drives an ejector pump which draws the sample from the flue gases.
The quartz wool filters out particles, and the enclosed design means that calibra-
tion air and zero air can be injected to displace the sample when required.
Dilution systems automatically give a concentration in terms of the volume
including moisture, which may be a useful advantage if that is the way an
emission limit is expressed.

The extractive methods described above deliver a sample of the gas through a
pipe to an analyser, and the analysis method can be any of those described earlier
for the component of interest. A further range of techniques is available by which
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Figure 4.24 Dilution probe for stack gas sampling.
Source: Jahnke, J. A. (2000) Continuous Emissions Monitoring, Wiley, New York.
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the gas concentration is measured in situ, by optical techniques based on some
form of the Beer—Lambert law. The Beer—Lambert law is the simplest description
of the change in flux density of a light beam as it passes through a medium.

T=—= e—N)CL

Fy

where 7 is the transmittance (dimensionless), F (W m™?2) is the flux density after
distance L (m), Fy is the initial flux density (W m~2), a(A) is the molecular
absorption coefficient (m? kg™!) as a function of wavelength A, C is the concen-
tration of the gas (kg m™3).

Optical measurements may be made in the IR, visible or ultraviolet regions of
the spectrum. Infrared sources are either Globars (rods of zirconium and yttrium
oxides, or of silicon carbide, heated to around 1500 °C) or solid state lasers. Visible
sources include conventional tungsten and quartz-halogen lamps, light-emitting
diodes and lasers. Ultraviolet sources include hollow cathode gas discharge tubes,
xenon arc lamps and mercury discharge lamps. A narrow region of the emission
spectrum, within which the gas of interest absorbs strongly, is selected by an
interference filter or diffraction grating. There is a clear trade-off between
specificity (which needs a narrow window but that reduces the total flux density)
and sensitivity (which is vice versa). The transmitted flux density is detected by
solid-state quantum detectors, photomultiplier tubes or photodiode arrays.

The optical arrangement can be single pass, with the transmitter and receiver
on opposite sides of the stack, or double pass (Figure 4.25), with the transmitter
and receiver co-located. Some instruments, known as point in situ have the optical
path (i.e. the source and detector) fixed on a probe in the gas stream, with a
shorter path length of 1-100 cm.

One important issue is calibration. It will often be a requirement to automati-
cally zero and calibrate the system every 24 h by inserting either clean air or air
containing a known concentration of the gas of interest (from a certified cylinder)
into the optical path. This is not usually possible with single-pass systems, possi-
ble with difficulty with double-pass systems, and more straightforward with point
in situ arrangements. The latter have a compact sample measurement volume
which is often protected from particle deposition by enclosure in a sintered filter
which allows penetration of the flue gases but keeps the particles out. The filter
will retain zero or span gas when it is injected into the view volume, driving out
the flue gas.

Two main measurement methods are in use:

Differential optical absorption spectroscopy has been described previously for
the long path measurement of ambient concentrations, and the same technique is
applied for stack gas concentrations. Commercial DOAS systems can measure
NO, NO,, SO,, CO, CO,, NH;, VOCs, HCI and HF.

Derivative spectroscopy involves scanning a spectral absorption peak to obtain
its second derivative at the maximum. This is accomplished in practice by
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Figure 4.25 A double-pass transmissometer.
Source: Jahnke, J. A. (2000) Continuous Emissions Monitoring, Wiley, New York.

modulating the output from a tunable diode laser so that it sweeps sinusoidally
through a range of wavelengths. Stack concentrations of HF, NH;, HCI, O,, CO,
H,S and NO have been measured with such systems.

4.10.1.3 Measurement of particle concentrations

Standard gravimetric sampling

Standard methods have been developed to sample particles from ducts and stacks.
The gases are often hot and humid, which poses problems for repeatable
measurement. The US EPA has developed Method 5 for out-of-stack measure-
ments of low particulate loadings, and Method 17 for in-stack measurements of
high loadings which might block the sample probe used for Method 5. The
requirements are simple in principle — to separate the particles from a known
volume of gas. The essential features are a stainless steel sample probe, a heated
filter for coarse particles, a set of impingers in iced water to trap fine particles and
condensates, a vacuum pump and a dry gas meter. In addition to the particles
trapped in the filter and impingers, the sample probe will be washed out with
acetone and the deposited particles collected. Although particle size analysis can
be done on all the collected material, it will not usually be known how that
compares with the in situ size distribution.
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Opacity

The most obvious sign of high particle emissions from a chimney is thick
black smoke, and this has been the basis of pollutant observations for many
years. It is no longer acceptable for a chimney to discharge such emissions
continuously, although there may be circumstances when it is allowed for a
short period for a specific purpose, such as lighting up or soot blowing in a
large boiler. The severity of such emissions has been measured by trained
observers, and put onto a semi-quantitative basis by comparing the appearance
of the smoke with a standard series of increasing shades of grey (the
Ringelmann chart).

The instrumental equivalent of the trained observer is the opacity monitor. A
light is shone single- or dual-pass across the stack and the transmittance
measured. Then opacity (%) = 100 — transmittance (%). The spectrum of the
lamp must peak between 500 and 600 nm, and not extend into the UV or IR, so
that the results can be compared with those of the human eye. A zero value is
created by inserting a mirror into the optical path close to the transmitter. A span
value is created by inserting a filter of known attenuation in front of the zero
mirror. The optical density of the particles depends on factors such as particle
size distribution as well as number concentration, so this method is strictly for
opacity only.

Accurate measurement of process particle emissions is much more difficult
than for gas concentrations. The types of technique used include:

e Manual in-stack: Isokinetic sampling procedures must be followed strictly if
a representative sample is to be obtained. Large particles cannot be extracted
since they do not remain suspended in the gas sample, so the particle capture
must occur right at the inlet of a probe inserted into the flow. Since the gas
flow speed varies across the duct, multiple samples need to be taken at dif-
ferent points, with the sample gas flow rate (and hence the sample inlet
speed) adjusted to maintain isokinetic sampling at each location. Bends and
other flow disruptions produce turbulence and inhomogeneous particle dis-
tributions; hence particle emission measurements are often made halfway up
the chimney. Commercial devices are available either to give total particulate
matter or a size distribution from a cascade impactor.

e Manual extractive: If the particle emission is downstream of an efficient
control device such as a fabric filter or an electrostatic precipitator, the par-
ticle diameters will usually be small enough to extract without serious losses.
Isokinetic samples can then be extracted through a heated pipe to a filter for
determination by weighing.

e [Instrumented in-stack: Most commonly, optical transmissometry is used to
determine total concentration from the reduction in flux density of a beam
passing across the width of the duct. This is similar to the opacity technique
discussed above but requires a calibration of the transmittance against
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gravimetric concentration determined by a manual isokinetic method. The
transmittance 7 is related to particle properties by Bouguer’s Law, which is just
a rephrased version of the Beer—Lambert law discussed previously for gases.

T = e—NaKL

where N is the particle number concentration, a is the particle projected area, k is
the particle extinction coefficient, L is the path length of the light beam.

In practice it is more likely that optical density will be used. Optical density is
defined by

1 1
D = logy T onacity logyo—
— opacity T

Also since In 7 = —NakL, then In (1/7) = NakL = 2.303 D, since In 10 = 2.303.
Hence D = NakL/2.303. This is framed in terms of the particle number concen-
tration NN, whereas it is usually the mass concentration C which is measured, and
in terms of which the regulations are framed.

We write kg = specific mass extinction coefficient = r°k/m. This is a prop-
erty of the given particle composition and size distribution, and will be effectively
constant for an individual source. Then D = kgCL/2.303, so that the optical den-
sity is directly proportional to the mass concentration and pathlength.

An electrodynamic method is available in which an electrical current, which is
measured directly by an electrometer, is generated by charge induction on a probe
inserted into the gas stream. Although the technique is useful for detecting gross
changes such as bag failure in a baghouse, the many factors such as particle
charges and resistivity, probe surface condition and humidity which affect the
results render it only semi-quantitative. A more quantitative version of the method
relies on AC detection of the variable voltage induced by particles as they move
past the probe.

4.10.2 Unconfined emissions

Often intermittent industrial processes, such as steel manufacture when hundreds
of tonnes of molten metal are poured from one container to another, generate
heavy particulate and gaseous emissions. Most of these may be collected by an
extraction system for subsequent cleaning and discharge from a chimney. Part of
the emissions, however, is not collected and leaves the building by whatever route
presents itself. These are referred to as fugitive emissions, because they have
escaped the control system. Measurement of fugitive emissions follows the same
principles of concentration and volume flow measurement as described above for
confined emissions. Obtaining representative values is harder, however, because
the releases are often sporadic, and both the source strength and the ventilation
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are variable. Quantitative manual assessment involves multiple repeat sampling at
many locations. Long-path optical transmissometry may be able to provide an
average concentration along the length of a vent.
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Chapter 5

Concentrations and deposition

Air pollution concentrations vary greatly from place to place at any one time,
and with time of day and from year to year at any one place. Before we can
understand where and when the concentrations of hazardous air pollutants rise
to unacceptable levels, we need to have an extended period of data available
from a network of pollution monitors having appropriate spatial distribution
and response time. In this chapter we will look at measurement networks in the
UK and elsewhere that have given us our current understanding of the occur-
rence of air pollutants, and present some results that demonstrate key aspects
of the conclusions so far. We will also look in some detail at the factors that
determine both the short and long-term airborne concentrations and the rates
of dry and wet deposition of gaseous pollutants. We will relate much of the dis-
cussion of gases to sulphur and nitrogen oxides and to ozone, since they have
been the subjects of the longest-established and most systematic measurement
programmes.

We will also highlight the difference between regional-scale measurements of
concentrations and deposition across the country at large, and local-scale meas-
urements that are more appropriate to urban areas. At the present time 90% of the
population of the UK, and half the people in the world, live in urban areas. For
several hundred years, air pollution in towns was dominated by domestic emis-
sions from wood and coal combustion, so that sulphur dioxide and smoke were
the key issues. During the last 50 years these pollutants have declined, to be
replaced by new ones due mainly to motor vehicles. Concerns have shifted away
from acute health problems due to specific episodes, and towards the more insidi-
ous threat posed by low levels of pollutants that may have significant impact yet
be hard to detect. For example, there has been a steady increase in the number of
asthma cases reported in England and Wales. This increase is certainly one health
impact that has become associated in the public’s mind with motor vehicle pollu-
tion, and the two may well be related, yet there is no scientific proof of causality.
For example, New Zealand has low population density, much of its electricity is
generated from hydro and its air quality is high, yet it has the highest asthma
incidence in the world.
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5.1 GASEOUS POLLUTANTS

Sulphur and nitrogen species are predominantly emitted as gases. They have life-
times in the atmosphere of days, and return to the surface either as gases (dry
deposition), or as acidified rain (wet deposition) or as acidified cloud droplets
(droplet deposition). All of these processes have different characteristics and dif-
ferent implications for different organisms. Many of the implications are not yet
fully understood. Since ozone is formed in the atmosphere from precursors rather
than being emitted directly, its occurrence is quite different in character.

5.1.1 Measurement networks in the UK

Measurements of airborne concentrations are derived from one of several extens-
ive networks of sampling and measurement stations that have been established to
achieve various objectives:

assessing population exposure and health impact

identifying threats to natural ecosystems

determining compliance with national or international standards
informing or alerting the public

providing input to air-quality management schemes

identifying and apportioning sources.

Assessment of health effects is usually the first reason for air pollution monitor-
ing. There are then choices that are related mainly to the budget available. A single
advanced monitoring station to measure the pollutants for which there are agreed
health guidelines might cost £100 000. Although concentrations might vary widely
across a city, there would not normally be such a monitoring station in a large town
or small city, one in a city of a few hundred thousand population, and 2—4 in the
largest cities such as Birmingham. These will be used as representative of the con-
centrations in that urban area. It may also be useful to divide the population into
groups according to the amounts of time spent on different activities such as home,
commuting, city work etc. There might be one group that lives and works in the sub-
urbs, one that lives in the suburbs but commutes into the city, one that lives and works
in the city. Then contributions could be calculated for each group provided that mod-
elled or measured concentrations were available from each of the area types.

Another issue is exposure dynamics. The health impact of some pollutants,
such as carcinogens, depends on the integrated lifetime exposure. For these pol-
lutants, there is no safe lower limit, simply a reduction in the statistical probabil-
ity of an adverse health outcome. Other pollutants, such as photochemical smog,
have health effects that depend on the concentration and duration. The body can
accommodate steady low levels but some people, especially those who are pre-
disposed to react for any reason, may have acute responses if the concentration
exceeds a threshold value. Concentration limits are usually written in terms that
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recognise this relationship, so that both short-term (1 h or 1 day) and long-term
(1 year) targets have to be met. Also, the response may be acute or chronic.
Cancer may take years to develop, continues to develop once the exposure has
stopped, and is then irreversible without treatment, whereas carbon monoxide
poisoning may have acute effects which go completely once the exposure stops.

5.1.1.1 The UK national survey

Following the severe smogs and loss of life in London in 1952, a National Survey
of smoke and SO, concentrations was set up in 1961, to monitor progress following
the implementation of pollution control measures. All the stations use identical
standard equipment, known as an 8-port sampler, to take 24-h average samples of
black smoke and SO,. Smoke is captured on a filter paper and measured by the
reflectance method described in Chapter 4. SO, is absorbed in hydrogen peroxide
and the concentration calculated by acid titration. In the 8-port sampler, eight pairs
of smoke filter/wash bottle combinations are connected to a common pump and air
volume flow recorder. An automatic timer switches the sample flow to a new pair
at midnight, so that the system will accumulate daily averages while being left
unattended for a week. The National Survey started with 500 sites, grew to a peak
of 1200 stations in 1966 and clearly revealed the marked decline in annual average
urban smoke and sulphur dioxide (Figure 5.1). The pattern of concentration decline
has not been only a British phenomenon. Figure 5.2 shows that SO, concentrations
in five US cities increased steadily from 1880 to 1930, and after falling since 1950,
by 1980 were lower than they had been 100 years previously.

In 1981 the National Survey was reorganised in response to these falling urban
concentrations. The basic urban network (BUN) currently involves 154 sites selected
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Figure 5.1 The decline in UK SO, and smoke concentrations between 1962 and 1996.
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Figure 5.2 The rise and fall of SO, concentrations in five US cities, 1880—1980.
Source: NAPAP (1990) Integrated Assessment Report, National Acid
Precipitation Assessment Program, Washington DC.

to provide information on long-term changes across the whole of the UK. The EC
Directive Network involves sites in areas of relatively high concentration, monitor-
ing compliance with EC Directive 80/779/EEC on smoke and SO,. There were
initially 370 sites in the network, but a number has been withdrawn as the concen-
trations have declined. This network is by no means representative of the country as
a whole, with pollutant information being confined to areas of high population dens-
ity such as London and/or industrial activity such as the North-west of England. If
the concentrations at an individual site do not exceed the Directive limit values for
three consecutive years the site can be taken out of service, so the numbers of oper-
ational sites should continue to decline. There is some overlap between the Basic
Urban and EC Directive networks, giving a current total of about 225 sites.

5.1.1.2 Secondary networks

Although the National Survey had measured high urban concentrations success-
fully, some major defects became apparent in the 1980s.

e  Urban smoke and SO, concentrations had declined to such low levels that the
relatively crude methods of the National Survey no longer offered adequate
sensitivity.

e The network had naturally been concentrated in urban areas so that there
were relatively few rural measurements.

e There was no capability at all to measure ozone or its precursors, which had
by that time been identified as major factors in poor air quality.

e There was no capability to measure the most toxic organic compounds,
which were by then known to be carcinogenic at very low concentrations.

© 2002 Jeremy Colls



e Although the existing National Survey results were appropriate to show
compliance with the Commission of the European Communities (CEC)
Directive on SO, and TSP, there was no corresponding capability for the
Directive on NO, (see Chapter 13).

To meet these needs, new networks of monitoring sites based on high-sensitivity
continuous analysers were established by the UK DoE from the mid 1980s to
measure O3 and other pollutants in rural areas, and a range of pollutants in urban
areas. The first sites of the rural monitoring network (known as the automated
rural network (ARN)) were established in 1986, and there is now a total of 15
sites. Ozone is measured at all of them, and SO, and NO, at three of them. In
1987 five new sites, known as the NO,D network, were set up to monitor com-
pliance with the CEC Directive on NO,. Site locations were based on a national
survey of NO, concentrations, using diffusion tubes, that had been carried out at
over 360 sites the previous year. Three of the sites were in the urban centres of
West London, Glasgow and Manchester, and the remaining two in the industrial
areas of Walsall and Billingham. There are now seven sites in the NO,D network.

The first six sites of the automated urban network (AUN) started operation
in January 1992, and there are now (2001) around 115 sites. The following
pollutants (at least) are measured at each site:

O3 — by ultraviolet absorption

NO, — by chemiluminescence

SO, — by pulsed fluorescence

CO - by IR absorption

PM;,, — by tapered element oscillating microbalance (TEOM).

The NO,D network has been incorporated into the AUN, and hydrocarbons and toxic
organic micro-pollutants (TOMPS) are measured continuously at a small number of
sites. Hourly measurements of 27 species of hydrocarbons, including two known car-
cinogens — benzene and 1,3 butadiene — are taken by automatic gas chromatographs.

5.1.1.3 Data processing

For all the continuous data, average concentration values over periods of 15 and
60 min are compiled from instantaneous readings taken every 10s, and tele-
metered to a central data processing station at the National Environmental
Technology Centre (NETCen), Culham. The measurements from these networks
are compared with a broad range of international criteria, including EU
Directives, WHO Guidelines and United Nations Economic Council for Europe
(UNECE) critical levels. Since the data are available almost in real time, it has
been possible since 1990 to make daily summaries of the data available to the
public on television information systems and by telephone. The full data set of
hourly observations from all the stations is available on the web.
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The objectives of these networks have been summarised as follows:

e to provide a broad picture of the spatial and temporal distribution of photo-
chemical pollutants throughout the country

e to aid the assessment of the impact of these pollutants on sensitive areas,
particularly in relation to the exposure of crops and the natural environment

e to permit trend analysis as the data accumulate over a period of years

e to improve understanding of the sources, sinks and national-scale transport
of these pollutants

e to allow validation and evaluation of the performance of computer-based
models.

5.1.1.4 Other surveys

These continuous sites have been supported by intermittent surveys of NO, taken
with diffusion tubes. Although diffusion tubes have rather poor time resolution —
typically one month — their low cost means that spatial variations of average
concentration can be investigated. Figure 5.3, for example, shows the results of a
NO, survey of Madrid.

URBAN AREA

prced
GREEN AREA

2 km i

: Location of passive samplers
: Iso-concentration 60 ug/m3

Figure 5.3 Results of a diffusion tube survey of NO, taken in Madrid.
Source: http:/leuropa.eu.int/comm/environment/air
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Diffusion tubes were placed at the locations marked by crosses. Contour cal-
culation and plotting software was then used to generate the spatial concentration
distribution. These results could not have been obtained with a small number of
continuous analysers at fixed sites, or with a mobile instrumented vehicle.

National UK diffusion tube surveys in 1986 and 1991 showed that NO, con-
centrations were increasing in urban areas, primarily due to increased densities of
motor vehicles. In response to this finding, an enlarged long-term diffusion tube
survey was started in 1993. Three hundred local authorities are now operating dif-
fusion tubes at over 1200 sites. The tubes are placed at three different types of site
by each local authority — one kerbside, two background and one in between.
Monthly average results are again compiled by NETCen.

Rural sulphur dioxide samples are taken at 38 sites in the UK. The sample is
captured in a peroxide bubbler as with the urban surveys; the low rural concen-
trations and risk of interference from ammonia require sulphate analysis by ion
chromatography in place of acid titration. The measurements of national SO,
levels are subsequently input to a dry deposition model in order to calculate
sulphur inputs to sensitive ecosystems.

Wet deposition of rain and snow is sampled at 32 sites in order to assess pol-
lutant inputs by this route. The samples are analysed for conductivity, pH, five
cations (NHJ, Na™, K*, Ca?" and Mg?") and four anions (NO3, C1~, SO7~ and
PO3™). The total deposition (whether it is raining or not) is measured at all the
sites, and at five of the sites there are wet-only collectors that are covered when
it is not actually raining.

5.1.2 Other measurement networks

There are extensive air quality monitoring networks in all the developed nations.
The 15 EU countries between them have around 2200 SO, monitors, 1000 NO,
monitors, 800 O3 and CO monitors and 1000 particle monitors (plus a further
1000 smoke monitors). These monitors have generally been put in place during
rather haphazard and uncoordinated monitoring campaigns by the constituent
countries of the EU, rather than by planned EU monitoring programme; hence
they are by no means uniformly distributed. For example, Figure 5.4 shows the
ozone monitors that were known to be operating in Europe in 1999.

The network has been analysed in terms of spatial representivity, and found
to cover only 20-40% of forests and 30-50% of crops. Only 25% of EU city
dwellers, and 12% of total EU residents, were within the area that was covered
effectively by the monitors. The European Environment Agency (EEA) coordin-
ates Europe-wide monitoring through its European Topic Centre on Air
Emission (ETC/AE) and European Topic Centre on Air Quality (ETC/AQ).
Both of these Topic Centres are part of the European Environmental
Information and Observation network (EIONET), although this organisation
has a much broader remit than air quality. European Topic Centre on Air Quality
has set up the European Air Quality Monitoring Network (EUROAIRNET) to
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Figure 5.4 EU ozone analyser network.

Source: de Leeuw, Sluyter and Camu (2000) Air Pollution by Ozone in Europe in
1998 and Summer 1999, European Environment Agency, Copenhagen.
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annually report on and assess European air quality. At the end of 1999, EURO-
AIRNET was taking data from 1451 stations in 29 of 32 possible partner coun-
tries, covering 355 cities, 46 industrial areas and 218 rural or remote locations.
The network is responsible for annually evaluating exceedances of the EU
Ozone Directive (92/72/EEC). Data from selected stations of this network is
also input annually to the air quality database, AIRBASE. European Topic
Centre on Air Quality sets standards for how representative the monitors are of
the country’s urban or rural populations, QA/QC protocols and data reporting
formats. As at September 1999, 566 stations in 20 countries were reporting to
AIRBASE. These included SO, and NO, from 300 stations, O3 from 250
stations, PM;, and CO from 150 stations. One of the major purposes of all this
monitoring and reporting of data is to work out whether air quality across
Europe is getting better or worse, and whether the air quality limits and guide-
lines are being met. For example, a rather broad-brush empirical modelling
approach has been used to evaluate air quality in 200 European urban agglom-
erations for 1995 and 2010. The proportion of the population of these urban
areas that is exposed to background concentrations in excess of the limit values
was calculated (see Chapter 13). Hence appropriate emission reductions can be
targeted effectively.
In the US, there are four major network categories.

e State and local air monitoring stations (SLAMS) have around 4000 stations
(typically with multiple monitors at each one) which are designed to confirm
compliance with State Implementation Plans.

e National air monitoring stations (NAMS) are a subset of around
1100 SLAMS stations that are chosen to focus on urban and multi-source
areas of high population density where maximum concentrations are
anticipated.

e Special purpose monitoring stations (SPMS) make up a flexible and relocat-
able network to conduct special studies of particular issues.

e Photochemical assessment monitoring stations (PAMS) are required in each
O3 non-attainment area that is designated serious, severe or extreme. O3
precursors (about 60 VOCs and carbonyl) are measured.

There are hundreds more sites in North America within national air pollution sur-
veillance (NAPS) in Canada, and Metropolitan Networks of Mexico. The stations
at these sites generally measure O3, NO, NO,, CO, SO,, TSP and PM,,. More
recently, PM, 5 is being measured at 1500 sites. The focus of these networks is to
measure air quality in or near large urban centres. In addition, there are many
other smaller networks set up to monitor air quality for more specific purposes —
for example, in National Parks.

These measured data are interpreted with the help of models which predict
ozone concentrations from precursor emissions, photochemistry and meteorol-
ogy. Figure 5.5 shows the output of such a model for global ozone concentrations
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Figure 5.5 Modelled global ozone concentrations for four months of the year.
Source: Collins, W. J.,, Stevenson, D. S., Johnson, C. E. and Derwent, R. G. (2000) ‘The impact of human activities on the
photochemical production and destruction of tropospheric ozone’, Quarterly Journal of the Royal Meteorological Society 126:

1925-1951.
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at four seasons of the year, clearly demonstrating the general dependence of con-
centration on sunlight and precursors. This dependence causes the peak ozone
regions to move around the globe with the seasons (the paler the shade, the higher
the concentration).

5.2 PATTERNS OF OCCURRENCE

Even when spatial variations in concentration appear to be smooth, they may con-
ceal large variations with time from hour to hour and day to day depending on
wind direction and other variables. Nevertheless, when averages are taken over a
sufficient number of individual days, patterns can often be seen.

5.2.1 Ozone

The instantaneous concentration of tropospheric ozone is influenced by five main
factors:

e photochemical production (which depends in turn on the supply of precursor
materials and the availability of sunlight)

chemical destruction (largely by reaction with NO)

atmospheric transport (which may generate a net increase or reduction)
surface dry deposition to vegetation, water or other materials

folding down of stratospheric ozone.

In Europe, the resulting average concentrations show a broad pattern of
increase from north-west to south-east, although this masks substantial annual
variability. In the summer months, there is a general gradient from lower concen-
trations in the north-west to higher in the south-east. This is effectively the outer
limb of a pan-European gradient which generates the highest concentrations in
Italy and Greece due to the combination of solar radiation and precursors. In the
winter the relative situation is reversed, because without the solar radiation the
NO emissions (which continue all year round) remove the ozone most effectively
over mainland Europe, leaving the concentrations higher in the north-west.

Globally, summer ozone peaks are created over five large areas of the world as
seen in Figure 5.6. Fossil fuels and solvents are largely responsible for the
northern hemisphere production over North America, Europe and Asia, biomass
combustion in the southern hemisphere. These results were generated by the UK
Meteorological Office model, which is a Lagrangian 3-D model incorporating 50
chemical species and 90 reactions within 50 000 cells that represent the Earth’s at-
mosphere up to the tropopause. Surface emissions are added at a spatial resolution
of 5° X 5°, and stratospheric exchange is included. Some coarse approximations
currently have to made in such models, either to reduce computing time or simply
because our understanding of processes is incomplete. Nevertheless many useful
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Figure 5.6 Modelled global ozone concentrations in August.
Source: Collins, W. J,, Stevenson, D. S,, Johnson, C. E. and Derwent, R. G. (1997)
‘Tropospheric ozone in a global-scale three-dimensional Lagrangian model and
its response to NO, emission controls’, | Atmospheric Chemistry 26: 223-274.

results can be generated, and ‘what if” experiments enable the consequences of
changes to be predicted. For example, when the model was run with European NO
emissions reduced to half their current value, ozone concentrations fell by 17% at
most (Figure 5.7).

The same factors that influence the north-south ozone gradient also influence
the diurnal variation. Typically, ground-level ozone concentration decreases at
night, because there is no UV to photolyse NO,, and the stable atmospheric
temperature profile allows ozone to deposit to the surface without replenishment
from the atmosphere above. In the morning, emissions from motor vehicles and
other sources into the stable atmosphere increase concentrations of precursors;
the increasing flux density of UV radiation produces more ozone, so that the
concentration peaks in the middle of the afternoon. As the sun sets, concentration
decreases once again. Figure 5.8 shows diurnal profiles taken in the same month
of the same year at different sites in Europe. All the profiles show a night-time
minimum and a peak at about 3 pm solar time, but there are differences between
sites due to their local conditions. The French site (FR) has very low windspeeds
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Figure 5.7 The response of global ozone concentrations to a 50% reduction in NO
emissions from Europe.
Source: Collins, W. J,, Stevenson, D. S., Johnson, C. E. and Derwent, R. G. (1997)
‘Tropospheric ozone in a global-scale three-dimensional Lagrangian model and
its response to NO, emission controls’, | Atmospheric Chemistry 26: 223-274.

and high solar radiation, so that concentrations go very low at night and high dur-
ing the day. The Nottingham site (GBN) has higher windspeeds that keep the night-
time concentration up, and lower average solar radiation that suppresses the
afternoon peak. There are also higher concentrations of NO in the English Midlands
that sweep up the Os. The Swiss profile (CHZ) is characteristic of a high-altitude
(900 m) site, above the stable inversion so that night-time ozone deposition can be
replaced from the upper troposphere and maintain the concentration. Although this
can result in high 24-h average concentrations, it is not necessarily damaging to
plants because their gas exchange is minimised at night. On an annual basis, tro-
pospheric ozone production depends on the availability of precursors and solar UV,
and on atmospheric conditions that suppress mixing. The optimum period tends to
be April-June. During the remainder of the year, production is driven mainly by the
level of UV flux. Occasionally, ozone from the stratospheric ozone layer can be
injected into the troposphere by a weather system, resulting in a short-lived spike at
any time of the year.
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Figure 5.8 Diurnal ozone profiles from different sites in Europe. BE = Belgium, CHZ =
Switzerland, DEB = Germany, DK =Denmark, FR =France, GBI = London,

GBN = Nottingham, IE = Ireland, SE = Sweden.

Studies of ozone episodes in Middle Europe have shown that exceedances are

characterised by certain meteorological situations, namely:

e anticyclonic conditions
a ridge of high pressure across middle Europe

a wind direction that brought air from regions expected to have high con-

centrations of ozone precursors
high daily maximum surface temperatures
low surface wind speeds.

Although measures are in place in Europe and North America to reduce emissions
of ozone precursors and hence reduce ozone concentrations, the same is not true
in developing countries. Figure 5.9 shows diurnal average ozone concentrations
during April or June from an analyser in Beijing, China. The peak concentration
in the early afternoon has increased by a factor of three, from 40 to 120 ppb,
between 1982 and 1997. As will be discussed in Chapters 9 and 10 in this book,
the latter concentration is high enough to damage both people and plants.
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Figure 5.9 Spring ozone concentrations in Beijing, China.
Source: Redrawn from Zhang, Y., Shao, K., Tang, X. and Li, J. (1998) ‘The
study of urban photochemical smog pollution in China’, Acta Scientiarum
Naturalarum Universitatis Pekinensis 34: 392—400.

It has been quite a challenge to work out long-term trends of global average
ozone concentrations because of the high variability of the concentrations at any
one location. Concentrations at remote sites appeared to increase through the
1970s and 1980s, both on the surface and higher in the troposphere. Since 1990,
concentrations at some of those background sites have levelled off.

5.2.1.1 The general picture

In the decade 1990-2000, it has been estimated that at least $600 million were spent
in Europe and North America conducting over 30 major field studies on the precur-
sor emissions, chemistry and meteorology of ozone. These studies have confirmed
the general role of anthropogenic emissions in ozone formation, with biogenic emis-
sions such as isoprene also being important in some areas such as the south-eastern
US. Methane and CO may also be important, despite their lower reactivities, because
of their widespread abundance in the troposphere. Meteorological processes drive
the patterns of ozone occurrence, generating the substantial variations that are found
on daily, seasonal and annual timescales. High concentrations of ozone are most
likely to be observed during an episode of air stagnation lasting a few days, when
there are high temperatures, low wind speeds, strong sunlight and an ample supply
of either natural or anthropogenic precursors. Local recirculation due to temperature
differentials caused by mountain—valley or water—land opposition may also be
important. In contrast to short-lived pollutants such as SO,, O; pollution is a
regional-scale phenomenon, with areas of elevated concentration extending over
many hundreds of km, and atmospheric transport moving ozone over similar scales.
Most rural areas have been found to be VOC-rich, so that O3 concentrations could
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be most effectively reduced by reducing NO, emissions. Conversely, VOC
reductions would be most effective in most urban areas.

5.2.2 Nitrogen dioxide

In the 1990s, NO, has replaced smoke and sulphur dioxide as the prime indicator
of poor urban air quality. Nitric oxide (NO) and nitrogen dioxide (NO,), collect-
ively referred to as NOy, are generally the most important nitrogen compounds in
urban locations, although N,Os, HNO5; and HNO, may play a significant role in the
formation of urban photochemical pollutants. Around 90% of the emissions from
combustion sources are of NO rather than NO,; however, since the NO can all
potentially be converted to NO,, it is usual to express all of the NO, as NO, when
making mass emission estimates. Long-term average concentrations of NO, in UK
city centres are typically 30-50 ppb, with NO being similar to, or greater than, NO,.
Winter NO is around twice summer NO, but NO, does not vary much with season.

Since exhaust-pipe concentrations of NO and NO, can both be several hundred
ppm, we should expect peak kerb-side concentrations to be extremely high in
comparison to background levels. In fact the record-high kerb-side concentrations
of these gases in London are around 2000 ppb. Annual mean concentrations of NO
are around 4.5 times those of NO,, reflecting their higher concentrations in the
exhaust gases. Concentrations should also be expected to fall off fairly rapidly with
distance from the road — measurements of NO, in London, for example, have
shown 80-90 ppb at the centre of a road; 50-60 ppb on the kerb; 40-50 ppb at the
back of the pavement, decreasing to background within about 20 m of the kerb.

Diurnal variations in NO, concentration are also to be expected because of
variations in traffic flow and atmospheric dispersion. Data for London (Figure
5.10) show a minimum at about 4 am, a strong peak between 8 and 10 am during
the weekday morning rush-hour when atmospheric stability is high, and a gradual
decline during the remainder of the day. Although there must be an equivalent
peak in emissions during the evening rush-hour, increased advective and convec-
tive dilution, together with reactions with the O; created during the afternoon,
prevent a recurrence of the concentration peak. On Sundays the variation is quite
different — the average concentration is lower because of the general reduction in
traffic, and the peak occurs in the early morning as people return home from
Saturday night activities.

Short-term episodes of high NO,, lasting from a few hours to a few days, can
occur in either summer or winter via different mechanisms. In the summer, high
NO, levels are brought about by rapid photochemistry, and are therefore associ-
ated with low NO levels. In the winter, trapping of emissions beneath temperature
inversions is responsible, so that NO concentrations are also high. A particularly
severe NO, smog occurred in London between 12 and 15 December 1991. Figure
5.11 displays the NO, record for the whole of 1991 from one London monitoring
site, and shows how strongly the episode, with a peak concentration over 400 ppb,
stood out from the typical NO, concentrations that year of 30-50 ppb. The
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Figure 5.10 Diurnal variation of NO concentration on weekdays and Sundays at Earls
Court in London, 1987.
Source: United Kingdom Quality of Urban Air Review Group (1993a) Urban
Air Quality in the United Kingdom, DoE/HMSO, London, UK.
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Figure 5.11 The annual record of NO, concentrations at Bridge Place in London during
1991.
Source: United Kingdom Quality of Urban Air Review Group (1993a) Urban
Air Quality in the United Kingdom, DoE/HMSO, London, UK.

episode extended over four days, with average NO, concentrations of around
150 ppb and the peak concentration rising to 423 ppb; this was associated with
NO concentrations (not shown) of around 1200 ppb. Comparison of mortality
data for the period indicated that about 160 deaths could be attributed to the
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incident. Direct NO, emissions, which have been shown from measurements
in road tunnels to make up only 5-7% of the NO, in exhaust gases, cannot
have been responsible because the NO,/NO, ratio in the smog was 20-30%.
Furthermore, NO, concentrations at three different sites in London were much
more similar than the NO concentrations at those sites, indicating that the NO,
had been formed in the atmosphere. It has been proposed that certain very
specific hydrocarbons might enhance the production of NO, from NO. If this
is the case, then the reduction of NO, emissions by TWCs may have unpre-
dictable effects on NO, concentrations. It is also ironic that, despite this being
the worst pollution episode in London since the combustion smogs thirty years
previously, the EC limit value for NO, was not broken. The limit is framed in
terms of a 98th percentile exceedance, so the concentration would have had to
remain high for seven days. In future years, as more petrol cars become fitted
with TWCs, these pollution episodes should be controlled.

5.2.3 Sulphur dioxide

The diurnal and annual cycles of SO, used to be clear when ground-level
concentration was dominated by low-level sources. Both coal burning and the
likelihood of stable atmospheric conditions increased in the winter, and
concentrations rose. However, with the decrease in importance of domestic
emissions in Western nations, temporal cycles have become of less significance.
In China, in contrast, 75% of the energy consumption, 93% of the SO, emis-
sions and 62% of the particle emissions are from coal, and the majority of that
is domestic. There is a strong annual cycle in the concentrations of these pollu-
tants, and a strong diurnal cycle with peaks at 0800 and 2000 associated with
domestic cooking.

The situation for urban SO, is quite different to that for NO,. The sulphur
content of petrol is low (150 ppm) and falling, though it is still rather higher for
diesel (0.2%); hence vehicle emissions are quite small. Domestic and commer-
cial (non-industrial) emissions from coal and oil combustion have now been
replaced by those from natural gas, which are essentially free of sulphur at the
point of use. The consequence has been the steady decline in urban SO,
concentrations described above. Even in towns that have never been heavily
industrialised, such as Lincoln, the concentration in the centre has fallen
since the early 1960s and by 1990, at around 10 ppb, was below that in the
surrounding countryside.

5.2.4 Carbon monoxide

About 90% of the UK emission of CO is from road vehicles, having increased
from 61% in 1970. The rural ambient background of less than 50 ppb may be
increased to several 10s of ppm in urban conditions in the short term, although
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annual mean urban concentrations are likely to be below 1 ppm. Maximum
hourly mean concentrations during the London smog episode in December 1991
were 13—18 ppm, indicating that concentrations in urban areas can certainly come
close to those having recognised health effects (WHO guideline for CO is an 8-h
average of 10 ppm).

5.2.5 Volatile organic compounds

As we have seen in Section 1.4.5, this phrase covers a wide range of chemical
compounds, largely associated with vehicles. Effects are covered elsewhere, and
here we will look at particular features of the urban environment. Urban VOC levels
can be expected to be high because of the concentration of traffic; although the
VOCs may take part in photochemical ozone production in the downwind urban
plume, it is for their toxicity per se that they are important within the city limits.
A comprehensive UK NMVOC emission inventory has been published by
NETCen. It shows that some 37% of emissions from stationary sources are
solvents (mainly alcohols, acetates, and chlorinated compounds), whereas over-
all, transport emissions (mainly alkanes, alkenes, aromatics and aldehydes), con-
tribute 33% of the total. These percentages will be higher in urban areas because
of the absence of other sources such as vegetation.

Concentrations of VOCs in urban air have annual averages that lie in the
range of a few ppb and show the expected diurnal variation due to human
activity. Volatile Organic Compounds are unlikely to represent a health hazard
from their immediate toxicity, since the WHO guidelines, even allowing for
large and arbitrary safety margins, are a few ppm. However, there is also the
much more difficult aspect of carcinogenicity, particularly of aromatics, to
consider. It is generally not possible to specify a safe concentration of a
carcinogen, since any exposure, however small, increases the risk of cancer by
a finite amount.

5.2.6 Air quality information from the UK
Government

In the UK, DEFRA publishes a wide range of information and results connected
with the various measurement networks described above. First, there is a free-
phone Air Quality Helpline on 0800 55 66 77 which accesses recorded messages
giving current and predicted air quality for specific pollutants on both a regional
and local (for a small number of sites only) basis. Second, DEFRA has a home
page on the Internet at http.://www.open.gov.uk/defra. There are associated pages
allocated to air quality bulletins, networks, forecasting, acid deposition informa-
tion, the National Atmospheric Emissions Inventory and the chemistry of atmos-
pheric pollutants. Each of these in turn can be expanded into further pages giving
both data and maps of individual pollutant distribution. The telephone number
and Internet address were correct in October 2001.
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5.3 PARTICULATE MATTER

Black smoke from coal combustion was the first form of suspended particulate
matter recognised as being a hazard in the urban environment. As with SO,, the
combination of regulations such as those for smokeless zones, together with
social/energy changes such as the move from open coal fires to gas-fired central
heating, led to a steady decline in particle emissions and concentrations. Later
measurements of black smoke from the much wider range of instruments in the
National Survey confirmed the influence of the UK Clean Air Act in reducing
concentrations (Figure 5.1). By the end of the twentieth century concentrations
had come down to only a few percent of those at the start. As with gaseous
pollutants, Britain was not alone in improving the atmospheric environment, and
similar trends were apparent in other countries. Measurements from the UK
Automated Network show that typical urban PM,, concentrations now lie in the
range 10-50 pg m~3, and cumulative frequency distributions show 1%
exceedances of around 100 g m™3. Four issues remain of concern: (1) the long-
term chronic effects on health of very low concentrations of very small particles
(<2.5 pm in diameter), whatever their chemical composition; (2) the presence
among these small particles of especially toxic materials such as heavy metals
and PCBs; (3) the soiling properties of smoke particles on buildings and other
surfaces; (4) the loss of amenity caused by light attenuation and reduction in
visual range.

Determination of the chemical composition of particles, and of its variation
with particle size, is a challenge. Many research programmes have concentrated
on one aspect such as nitrogen or sulphate partitioning without any sizing.
Many other programmes have concentrated on measuring size distributions, for
example with a cascade impactor, with little or no chemical analysis.
Identification of the components of an aerosol requires use of several comple-
mentary techniques such as wet chemistry, atomic absorption, electron
microscopy with EDAX, mass spectrometry. It is rarely possible to conduct an
investigation with this full suite of analytical methods. For example, cascade
impactor samples at low flow rates may not yield enough sample on each
substrate to permit chemical analysis at all. Other effects may also interfere,
such as the change in diameter of hygroscopic particles when the humidity
changes.

Many sources contribute to the particles found in urban air. A generic
description of the chemical composition in different size fractions, formed by
compounding the results from different sampling campaigns, is shown in
Figure 5.12. The proportion (by mass) of the fine fraction is most heavily
influenced by smoke emissions, whereas that of the coarse fraction is largely
due to wind-blown dust and other insoluble minerals. The carbonaceous fraction
is made up mainly of organic carbon, plus typically 20-40% of particulate
elemental carbon (PEC). PEC is effective at both scattering and absorbing light,
being responsible for 25-45% of visual range reduction, and at soiling surfaces.
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Figure 5.12 Particle chemical composition in different size fractions.
© 2002 Jeremy Colfource: United Kingdom Quality of Urban Air Review Group (1993a) Urban
Air Quality in the United Kingdom, DoE/HMSO, London, UK.



Diesel engines are major and increasing sources of PEC; even in 1986 they were
thought to be responsible for 91% of total PEC emissions in the UK, and diesel
use has increased greatly since then. The preponderance of diesel is due to its
high emission factor — 0.2% of diesel fuel burned is emitted as PEC, compared
to 0.002% for petrol.

Anthropogenic particulate metals are derived from activities such as fossil
fuel combustion (including vehicles), metal processing industries and waste
incineration. They may occur as the elemental metal, as inorganic oxides or
chlorides, or as organic compounds. Reactivity, absorptivity and toxicity all vary
from compound to compound, and there are no EC standards for metals other
than lead. Both the emission and airborne concentrations of lead have fallen
steadily since the mid-1980s due to the introduction of unleaded petrol.
Unsystematic ad hoc measurements of the concentration of other heavy metals
in UK suspended particulate over the last 10 years have indicated that WHO
guideline values are not generally approached, let alone exceeded. The concen-
trations lie in the range 10-30 ng m™~ 3, and do not present an environmental
hazard.

Finally, we should expect correlations between gaseous and particulate
pollution, since to some extent they derive from the same sources and
activities. Figure 5.13 gives an example of such a relationship, between NO,
and PM2'5.
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Figure 5.13 Co-occurrence of NO, and PMys.
Source: Williams, M. L. (1999) ‘Patterns of air pollution in developed
countries’, In: S. T. Holgate, J. M. Samet, H. S. Koren and R. L. Maynard (eds)
Air Pollution and Health, Academic Press, London.
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5.4 DRY DEPOSITION OF GASES

The main factor that determines deposition of a particular gas species to a surface
is the concentration gradient between the atmosphere and the surface. Three
processes contribute to the movement of gases down the gradient. First, turbulent
diffusion brings the gas close to the surface (within a few mm); second, molecular
diffusion takes the gas across the laminar boundary layer adjacent to the surface;
third, the gas molecules must adhere to, dissolve in, or react with, the surface itself.
If any of these three processes is absent or inhibited, then the surface concentration
will tend towards the atmospheric concentration, and both the gradient and the flux
will be reduced.

The gas flux can be measured by a variety of methods. The most straightfor-
ward is to measure the concentration gradient between one point close to the sur-
face and another point at a reference height such as 2 m. Then by using Fick’s law
and a measured value for the turbulent diffusivity, the flux can be calculated.
Usually the measurement is averaged over a 30-minute period to smooth out
short-term fluctuations. A more sophisticated technique, known as conditional
sampling, is shown in Figure 5.14. The principle of the device is to measure directly
the upward-going and downward-going fluxes, and subtract them to give the net flux.
An ultrasonic anemometer measures the windspeed and direction with very high time

Technical Note
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Figure 5.14 Conditional sampling system for flux measurement.

Source: Beverland, I. ., Scott, S. L., ONeill, D. H., Moncreiff, . B. and
Hargreaves, K. ). (1997) Atmospheric Environment 31: 277-281.
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Figure 5.15 CO, flux measured by the conditional sampler.
Source: Beverland, 1. J., Scott, S. L., ONGéill, D. H., Moncreiff, J. B. and
Hargreaves, K. J. (1997) Atmospheric Environment 31: 277-281.

resolution. When the vertical component of the wind vector is upward, the air is
switched by high-speed solenoid valve into one sample line. When the wind is down-
ward, the sample air is switched into a second line. Either the samples can be accu-
mulated in bags for later analysis, or the difference measured real-time by an in-line
gas analyser (for CO, in this example, but in principle any gas can be measured this
way). A sample of the results from this system is shown in Figure 5.15. The CO, flux
is small and upwards (respiration) during the night, large and downwards (photosyn-
thesis) by day.

Two concepts are commonly used to parameterise gas deposition: the deposi-
tion velocity and the transfer resistance.

5.4.1 Deposition velocity

Estimation of deposition velocity assumes that the flux is due to a gradient
between atmospheric concentration measured at a reference height (usually 1 or
2 m) and zero concentration at the surface (because of absorption by the surface).
This variation of any parameter above the surface is called the profile. The basic
relationship is the windspeed profile, which often follows a logarithmic variation
with height which is due to the loss of air momentum by turbulent interaction
with roughness elements at the surface. This is expressed by the standard wind
profile equation, which in differential form becomes

e
0z k(z — d)
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where

u~ = the friction velocity (the larger the value of u-, the larger the turbulent
velocity variations),

k = von Karman’s constant = 0.41,

d is the zero plane displacement.

Under neutral atmospheric stability conditions the turbulent ‘eddies’ can be
thought of as circular, with equal components from horizontal and vertical vel-
ocity fluctuations. When there is surface heating with associated instability the
vertical variations are enhanced, and the wind speed increases rapidly going away
from the surface. Conversely, in stable conditions the vertical eddy component is
suppressed, and the windspeed increases more slowly going away from the
surface.

Then

ou u
e Dy
iz k(z—d)
where ®y; is a dimensionless stability function which has a value larger than unity
in stable conditions and less than unity in unstable conditions.
The flux of momentum 7 from the atmosphere to the surface is given by

where Ky, is the turbulent diffusivity for momentum
and

_ ku«(z — d)

K,
M By

Essentially the same process drives the fluxes of molecules such as water vapour
and carbon dioxide, and these can be written generally as

ku« (Z - d)
b

F
KS = - and KS =
a8/dz

where F is the flux of material and S is its concentration at height z.

Corresponding stability functions ®g are used, and there has been much
discussion in the literature about whether the values of K and @ are really the
same for heat, water and other molecules when the conditions are non-neutral.
The relationships should also apply to particles if they are small enough for their
sedimentation speeds to be insignificant.
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Then

Fg
Vg =
Cz)

where
F, = flux to surface (kg m~2s7"),
C (z,) = atmospheric concentration (kg m~3) at reference height z,.

Hence the SI units of v, are m s~!, as we would expect for a velocity (Table
5.1). The area that is measured in m? is normally the land or sea surface, although
in some cases it can be the leaf area (one side or two, or projected). It should be
remembered that this single parameter of deposition velocity, while being
convenient to use, does combine the overall effects of three processes — the
turbulent diffusion that brings molecules and particles close to a surface, the
molecular or Brownian diffusion that takes them across the final few millimetres
to the surface itself, and the absorption/dissolution/adhesion which results.

Note that the roughness lengths are not simply the physical height of the sur-
face roughness elements, but have been determined experimentally as the effect-
ive length of the surface elements for turbulence generation (Table 5.2). The

Table 5.1 Typical values of v,/mm s~

Gas Surface
Soil Grass Sea
SO, 2 for acid soil 8 10
10 for basic soil
O; 5 to wet soil 6 0.4
15 to dry soil
PAN 2.5 25 <0.2
NO, 5 5
Cco, - 0-0.2 0.1
NH; - - -

Table 5.2 Values of roughness length for different surfaces

Surface Roughness length/m
Still water or smooth ice 0.00001

Smooth snow or smooth sand 0.0003

Soil 0.003

Short grass 0.005

Long grass 0.05

Uniform crops 0.1

Open countryside 0.4

Suburbs 1.0

Forests or urban areas 2.0
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roughness length of some surfaces varies with wind speed — water develops
ripples and waves, long grass blows flat, trees bend over.

5.4.2 Resistance

Another way of looking at the idea of v, is as a measure of the conductance of the
atmosphere — surface combination for the gas. Resistance is the inverse of con-
ductance, and R, ( = llvg, with units of s m~!) is then the total transfer resistance
for the pollutant between the reference height and the surface. Now, since

1
eo | C@)
F

Ve g

we can add and subtract the surface concentration Ci.
Hence

R = C(z) — C + Cs
Fg

F = Ratm + Rsurface

g
The resistance R,, can further be separated into two resistances in series, R, to
describe turbulent transport by eddies to within a few mm of the surface, and R,
to describe molecular diffusion of the gas through the laminar boundary layer to
the surface itself. When the surface roughness is high (as in a forest or an urban
area), or the windspeed is strong, R, will be low, and vice versa. Typically, R, is
around 200 s m~! for windspeeds <1 m s~! over vegetation 10 cm tall; 20 s m™!
for windspeeds >4 m s~! over 1 m vegetation; <10 s m~! over a forest canopy.
These atmospheric resistances are then subtracted from the total resistance R to
give the surface resistance R.

Figure 5.16 shows the application of this concept to the complex surface of a
vegetation canopy. After the gas molecule has penetrated close to the surface,
there will be several possible paths by which it can be taken up. In the schematic
shown here, the paths involve entry through the stomata, deposition to leaf sur-
faces, transport and deposition to the lower canopy, and deposition to the soil.
Each of these paths involves its own resistance and flux. In this case we have

1 1 1 1

Ry R, Ry R.
where Ry is the dry deposition resistance, R, is the aerodynamic resistance of the
atmospheric surface layer (above the canopy), R, is the resistance due to molecular

diffusion across the quasi-laminar boundary layer, R, is the canopy resistance.
Also

1 1 1 1 1
—= + + +
Rc Rstom + Rmeso Rcut Rlowercanopy Rsoil
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Figure 5.16 A schematic diagram of the series and parallel resistances that control
the flux of pollutant to a vegetated surface.
Source: Wesely, M. L. and Hicks, B. B. (2000) ‘A review of the current

state of knowledge on dry deposition’, Atmospheric Environment 34:
2261-2282.

where Ry, is the resistance to pollutant flux through the stomata, R, is the
resistance of the internal organs of the plant, R, is the resistance of the leaf
cuticle, Ry is the soil resistance.

As mentioned above, the behaviour of gases will also be influenced by factors
such as their reactivity (very high for HE, moderate for SO,, O;, NO,, PAN), or
their biological activity (high for CO,), or solubility (high for SO,).

This scheme is highly simplified compared to the real world. A real vegetated
surface will have components of resistance due to atmospheric transport to the soil
(depends on canopy structure, density and turbulence), across the soil boundary
layer and into the soil (depends on roughness, wetness, organic matter content);
atmospheric transport to the plant, into the non-leaf plant parts, into the leaves
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through cuticles and stomata, and eventually into the intercellular spaces.
Equivalent models can be constructed for other surfaces such as water bodies,
buildings and animals. In practice, canopy resistance typically makes up around
70% of the total, so that deposition rate is controlled by changes in r, rather than
in roughness or windspeed, even over forests.

5.5 WET DEPOSITION

5.5.1 Rainfall

As well as being deposited in the gaseous form, S and N are eventually incorpor-
ated into cloud droplets, raindrops and snow flakes, and deposited back to land
and water bodies via cloud droplet deposition, rainfall and snowfall. If the gas
molecules or particles are incorporated into cloud droplets which then turn into
raindrops, it is called rainout. If they are collected by the raindrops as the latter
fall through the atmosphere, it is called washout. It may be hard to distinguish the
two routes in practice. A particle may form the CCN on which a cloud droplet
first condenses, or it may be collected by a raindrop as it is falling to the surface.
Equally, gases may dissolve into cloud droplets or into the falling raindrop.
Droplets may have lifetimes of a few minutes in convective shower clouds or a
few hours in frontal rain systems. Also, the raindrops themselves do not have a
simple history. They may start as frozen hail or snow but melt in the warmer air
they fall through. They may undergo several lifting and falling cycles in convect-
ive motions in the cloud, and they may evaporate substantially in the drier air
below the cloud. Many clouds generate rain which falls out of the cloudbase but
never reaches the ground. During this process all the particles and gases that were
taken up into the raindrops will be converted into quite different forms.

5.5.2 Rainout

Cloud droplet formation involves the generation of air supersaturated with water
vapour during convective or orographic uplift. Droplet formation is a complex
process involving competition between several different mechanisms. As the air
rises and cools, the saturated vapour pressure decreases towards the actual vapour
pressure. Eventually the vapour becomes supersaturated, and condensation is
possible. When an air mass that is completely free of particles is cooled, no con-
densation occurs until extremely high supersaturations are reached, several times
the saturated vapour pressure. This is because saturated vapour pressure over a
curved water surface follows the Kelvin relationship:

€4 40'VB 1
]n— = . —

€y RT d
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where ¢4, e, are the SVPs above a surface of diameter d and a flat surface,
respectively, o and vg are the surface tension and molar volume, respectively, of
the liquid, R is the Gas Constant and 7 the absolute temperature.

When d = 0, the required supersaturation is infinite. When there are no parti-
cle surfaces present, condensation can only occur onto chance clusters of a few
molecules. The latter have values of d of a few X107 m so the supersaturation
needed is extremely high. This Kelvin effect also controls natural aerosol
production from vapours and the manufacture of aerosol particles for instrument
calibration. When very high values of supersaturation occur, it is possible to get
homogeneous nucleation — the formation of droplets from combining clusters of
molecules.

Although supersaturations in the real atmosphere rarely exceed 1%, cloud
droplets do form and grow, due to the presence of CCN. When there are CCN
present, they will usually be either hydrophobic, insoluble materials such as sil-
ica or carbonates from soil particles, or hygroscopic soluble salts such as chlor-
ide. In maritime air, oceanic sources of secondary sulphate particulate from
planktonic DMS, and primary sea salt particles, contribute to the CCN. When the
air is of continental origin, the CCN are from anthropogenic combustion and soil
entrainment.

The hydrophobic nuclei simply present surfaces onto which condensation can
begin when the supersaturation is sufficiently elevated, although this represents
an order of magnitude increase on the activation supersaturation for hygroscopic
CCN. The latter are often salts such as sulphates, nitrates or chlorides, and can
be of natural or human origin. One of the main natural production routes is
sea spray. On average, a few percent of the surface area of the world’s oceans is
covered by breaking wave crests. Each of these crests generates millions of break-
ing bubbles, and each of the breaking bubbles typically generates a few larger
droplets (up to a few hundred pwm in diameter) and many smaller droplets (5-20
pm in diameter). Some of these droplets will fall back into the sea, but many will
remain airborne long enough for their water to evaporate and leave behind a resid-
ual salt particle. For example, sea water contains about 35% salts, of which 29%
or 29 g 17! is NaCl. If a sea water droplet of 50 wm diameter is ejected from
spray and evaporates, it will leave a salt CCN having a mass of 2.2 ng and a
diameter of 15 wm. In addition, the droplets and particles are formed from sea
water in the very near surface layer, where there are enriched concentrations
of many materials. These CCN then remain unchanged in the airmass until the
latter is involved in convective uplift. As the relative humidity increases in the
uplifted air, the hygroscopic CCN absorb water vapour. Eventually they
deliquesce, or dissolve into their own water content, to form a small liquid droplet
of highly concentrated salt solution. There is a hysteresis effect here — if the
relative humidity is then decreased, the droplet evaporates water but does not
recrystallise until a relative humidity of 40% (in the case of sodium chloride) is
reached. Low solubility salts such as NaCl absorb a lot of water before they
dissolve, and hence make large droplets. High solubility salts, such as those in the
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ammonium family, form smaller initial droplets of more concentrated solutions.
If the relative humidity were constant, the droplet could exist at a stable radius
depending on the mass of the initial CCN. As uplift continues and reduces the
saturated vapour pressure the droplet grows, the salt concentration declines but so
does the curvature, and growth can continue. Hence the supersaturation within the
cloud is kept below about 0.5%.

A hygroscopic CCN promotes the formation of a cloud droplet in two ways.
First, it provides a surface with a larger radius of curvature onto which new
water vapour molecules can condense at lower supersaturations. Second, the pres-
ence of the dissolved salt reduces the surface vapour pressure below that of pure
water, and hence reduces the supersaturation needed for the uptake of new water
molecules from the vapour. The Kelvin equation becomes

a
o d d3

where a and b are constants.

For droplets that have just dissolved and for which the solution is very concen-
trated, the reduction in vapour pressure due to this effect (the second term on the
right hand side) outweighs the increase due to curvature, and condensation can be
initiated even while the relative humidity is as low as 70 or 80%. The new cloud
droplet can grow at low supersaturations, with the two effects competing: as the
radius increases, the salt concentration decreases with the droplet volume (cube of
radius) while the curvature of the surface decreases with the radius. The resultant
of these opposing tendencies is the set of Kohler curves shown in Figure 5.17.

This figure repays some study. First, note that the supersaturation scale is
expanded by a factor of 100 compared to the relative humidity scale. This
accounts for the strange discontinuity at the boundary. It further emphasises the
very small supersaturations that are present in clouds. Second, the supersaturation
over a pure water surface (the outer curve) is almost zero for very large droplets,
which have almost flat surfaces. As the droplet diameter falls, the surface curva-
ture increases, and the supersaturation goes off to infinity. Third, note that each
of the curves is for a different initial CCN mass. The smallest CCN at the left
gives the least benefit from solute reduction of vapour pressure, and the saturated
vapour pressure needed for growth becomes very high while the droplet is still
very small. Fourth, on the left sides of the curves, the droplets are in equilibrium
— if the humidity increases, the droplet will grow, but if it decreases, then the
droplet will shrink again.

An NaCl CCN which grows from activation at 75% relative humidity to
equilibrium at 90% will take on about six times its initial mass of water vapour
molecules, by which point its diameter will have increased by a factor of 1.8. This
is a confusing situation for aerosol sampling, because if the sample is based on
the aerodynamic diameter at ambient humidity, the adsorbed water will determine
the cut diameter, whereas when the water evaporates, the smaller CCN will
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Figure 5.17 Kohler curves to show the variation of equilibrium water vapour con-
centration with droplet radius and mass of CCN.
Source: Wells, N. (1997) The Atmosphere and Ocean, Wiley, Chichester.

remain. Hence a sampling protocol should involve bringing the particles to
equilibrium at an agreed low relative humidity — the World Meteorological
Organisation (WMO) suggestion is an RH of 40%. However, if the droplet
radius exceeds the value corresponding to the peak of the curve, then the
‘activated’ droplet will grow continuously even if the humidity falls (provided it
remains above saturation). The rate of growth decreases as the diameter increases,
and is extremely slow for droplets above about 40 wm diameter. The increase
in diameter necessary to reach even drizzle-drop size of about 100-200 pm is
achieved by collision and coalescence with other droplets. Hence in an air
mass that contains a size distribution of CCN, together with turbulence which
causes variations in humidity, a complex selection process operates which deter-
mines which nuclei get activated (scavenged) and eventually contribute to the
growing droplet population. Cloud condensation nuclei may participate in 10-20
condensation/evaporation cycles before eventually becoming incorporated in a
raindrop which reaches the ground. Cloud condensation nuclei concentrations are
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rather low (tens to hundreds cm™3) in maritime air, and higher (hundreds to
thousands cm™3) in continental air. Of these, 20-30% become activated in an
updraught. The concentration of activated CCN depends on the supersaturation,
going as ¢S where c is the total CCN concentration, S is the supersaturation and
k is a constant. The supersaturation achieved is a function both of the number of
CCN (the more there are to be activated, the faster they will sweep up the excess
water vapour generated by the updraught) and of the updraught (the faster the air
rises, the faster it will cool and release water vapour). Hence activated CCN
concentration N a ¢¥& + 23Kk +4),

The rate of growth of diameter slows as the diameter increases, so that the
diameter distribution becomes increasingly monodisperse with time. Since the
initial CCN particles may vary in mass from 102! kg (0.01 wm) to 10~ 3 kg
(1 pm), the concentration of sulphate and other ions can also vary by many orders
of magnitude from droplet to droplet. Also, the initial population of CCN in the
updraft will have a wide range of masses. The larger ones will activate first
(because they make the greatest initial reduction in vapour pressure above the
droplet surface) and sweep up all the excess water vapour as the air cools. Hence
smaller nuclei may never be activated to form droplets. The CCN are not
restricted to soluble salt particles. Other insoluble particles, for example entrained
dust, can provide the surface on which initial condensation can occur. As the
droplets grow, their volumes increase as the cube of their diameters but the rate
of vapour uptake increases only as the square (i.e. surface area). The rate of
diameter growth declines. Eventually collision processes between drops, which
are unimportant for small drops because of low impaction efficiency, become
the dominant way in which droplet diameter increases. All this depends on the
droplet remaining suspended in the updraft. As the diameters are increasing, the
sedimentation speeds increase, and eventually the old cloud droplet or new
raindrop will acquire a fall speed greater than the updraft and fall out of the cloud.

Growth by condensation can be dramatically accelerated by the presence of ice
crystals. When the air temperature is less than 0 °C, some of the condensation
will occur as ice onto ice CCN. At temperatures between —40 and 0 °C, there will
be a mixture of ice crystals and water droplets. However, the SVP over ice is
lower than the SVP over water at the same temperature, so the supersaturation
with respect to ice may be 10% while that with respect to water is zero. The ice
crystals will then grow extremely rapidly. When the large ice crystal falls out of
the cloud, it will probably melt back to water on its way down to the ground.

5.5.2.1 Washout

As this raindrop is falling out of the cloud, it has an opportunity to collect rain-
drops, particles and gases within the cloud, and particles and gases below. We can
use Stokes Number to get an idea about the efficiency of particle collection. For
example, a raindrop of 1 mm diameter will have a fall speed of around 4 m s™".

At that speed a 10 pwm diameter particle will have a stopping distance of 1 mm
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and a Stokes No. of 2, while a 3 wm particle will have a stopping distance of
0.1 pwm and a Stokes No. of 0.2. The 10 wm particles will be collected at
55% efficiency by the falling raindrop, while the 3 wm particles will hardly be
collected at all with an efficiency of only 4%.

We can also define a time constant A for particle concentration decay. If the rain-
fall rate is R m s~ !, and the raindrop diameter is D, then the raindrop rate N is
R/(mD?/6) raindrops m~ 2 s~!. Each of these drops sweeps out a cylinder of area
nD?/4, collecting particles from it with efficiency E. Hence the time constant for par-
ticle removal is (tD*/4)NE. The particle concentration will decline exponentially in
continuing rain according to exp(—At). For 1 mm h™! of rain due to drops 1 mm in
diameter, half of 10 wm particles would be washed out in 50 minutes, whereas it
would take 10 h for the 3 pwm particles to be reduced by the same proportion.

A washout ratio W can be defined

W= concentration per kg of rainwater

concentration per kg of air

A small proportion of the S and N dissolves directly into the water. However,
the concentrations of S and N in rainwater are far higher than equilibrium solu-
tion concentrations would allow, and can only be achieved by oxidation processes
that form sulphate and nitrate ions. The processes involved are complex, involv-
ing not only the S and N species themselves but other gaseous compounds such
as O5 and H,0, and reactions with catalysts such as manganese and iron that take
place on the surface of aerosol particles. The timescale of these reactions is typic-
ally days, so that the S and N from emitted gases may be deposited thousands of
km from their source.

5.5.3 Dry reactions

An important requirement is the availability of the OH radical through the
decomposition of O3 and the subsequent reaction of the free excited oxygen atom
with water vapour
03 + hy — ()>F + 02
0" + H,0 — 20H
and hence
SO, + OH + M — HSO3; + M

HSO3 + 02 i H02 + SO3

SO3 + Hzo i H2504
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where M is a passive reaction site such as a nitrogen molecule. Measurements in
dispersing plumes indicate that the conversion rate can rise as high as 4% per
hour on a sunny summer afternoon, with a typical overall rate of about 1% per
hour.

The OH radical is also involved in the dry production of nitrate

NO + O3 = NO, + O,
NO, + OH + M — HNO; + M

This conversion occurs an order of magnitude faster than for sulphate.
At night, a second route is available which involves the nitrate radical NOs.

NO, + O3 = NO; + O,
NO, + NO3; — N,0O5
N205 + Hzo - 2HNO3

This process is unimportant in the daytime because the radical is photolytically
unstable.

After 24 h, a dispersing plume with an average windspeed of 10 m s™! would
travel about 1000 km (up to the Highlands of Scotland from Northern Europe, or
across the North Sea to Sweden from the UK). In this time around 30% of the sul-
phur dioxide would be dry-converted to sulphuric acid, and all of the nitric oxide
to nitric acid.

These acid molecules may condense on to existing particles, or they may
self-nucleate to form pure acid droplets. Such droplets will absorb ammonia
rapidly to form hygroscopic ammonium sulphate or ammonium nitrate aerosol
particles, which will eventually act as CCN and be returned to the surface in
precipitation.

5.5.4 Wet reactions

Within cloud droplets the production of sulphuric acid is much faster. Sulphur
dioxide dissolves in water to form mainly the bisulphite ion

2SO0, + 2H,0 — SO3 + HSO3 + 3H*
There are then two main routes for oxidation to sulphuric acid, depending on the
SO, concentration. At the low SO, concentrations found in remote areas, the

bisulphite is oxidised by hydrogen peroxide, i.e.

HSOg + H202 - HSOZ + HzO
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A key role is played by the hydrogen peroxide, which is regenerated slowly from
reactions involving HO, and carbonyl compounds such as CO and HCO. The avail-
ability of H,0O,, and of other pollutants and their by-products, can therefore control
the rate of sulphuric acid production. In more polluted regions, where the SO,
concentration is higher, the peroxide supply is inadequate. Then oxidation by
ozone, which is highly non-linear with SO, concentration, becomes significant.
Hence turbulent entrainment of new supplies of oxidants may play an important
part in determining the overall rate of sulphate or nitrate production. Carbon
monoxide, which is usually thought of for its toxicity at high concentrations in
urban areas, is also important in atmospheric photochemistry at low concentrations.

Both nitric oxide and nitrogen dioxide have low solubilities in water, and the
rate of wet oxidation is less significant.

These conversion processes have several impacts on the quality of precipita-
tion. First, they change the acidity. The acidity is measured by the pH, which is
the negative logarithm of the molar hydrogen ion concentration

pH = —log;o [H*]

For pure water, [HT] = 10~7 M, giving a pH of 7.0. A reduction of one pH unit,
from 7.0 to 6.0 for example, indicates that the H* ion concentration has increased
by a factor of ten. In the clean atmosphere, water is in equilibrium with 360 ppm
CO,, giving a pH of 5.6. In remote temperate areas of the world, average rain pH is
about 5.0. In the UK, precipitation quantity and quality are measured at 68 sites in
two Precipitation Composition Monitoring Networks. In the secondary network,
precipitation is sampled every week or fortnight at 59 sites by bulk collectors that
remain open to the atmosphere all the time and hence collect dry deposition from
gases and particles as well as the rain, snow or hail. In lowland areas it only rains
for 7% of the time, so that dry deposition of sulphate and nitrate can make a
significant contribution (perhaps as much as one-third) to the total. The secondary
network is therefore supplemented by a primary network of nine wet-only
collectors. These are uncovered automatically when rain is actually falling, and
store the rainfall in a different container for each 24-h period. There are several
penalties for this improvement. First, the first part of each precipitation event, which
is the period when solute concentrations are often the highest, is lost because the
collector is still covered. Second, the rainfall measurement itself is affected by the
aerodynamics of the collector. Since wet-only collectors are a different shape to
their less sophisticated counterparts, the results are not automatically comparable.
Third, the wet-only collectors normally need an electricity supply and cannot
necessarily be sited in the optimum position. Across Europe, a further 90 sites in
the European Monitoring and Evaluation Programme (EMEP) also record precipi-
tation quality. Standard analyses include HT, SO, NO3, NH} and a range of other
ions. The results have shown that the annual average pH of European precipitation
ranges between 4.1 and 4.9. The record low pH from a single rain event in the UK
is 2.4, which occurred at Pitlochry in 1974. This amounts to a hydrogen ion
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concentration which is over 1500 times that found in clean rain, and represents a
similar acidity to that of lemon juice. In fact there are naturally acidified lakes
around the globe that sustain ecosystems at similar pH values — it is the short-term
shock of relatively sudden changes in pH that causes stress.

The second impact of the acidity lies in the quantities of sulphur and nitrogen
that are returned to the terrestrial environment by precipitation. Two factors
determine the total amounts of S and N that are deposited — the concentration of
the ions in the rain, and the total amount of rain. It is thought that some biological
processes may be sensitive to the former, and others to the latter. The spatial
distributions of the two factors are normally quite different. For example, the
annual mean nitrate concentration in UK rainfall falls strongly from east to west,
because it is influenced by European sources to the east of the UK. On the other
hand, total nitrate deposition is influenced heavily by topography, with the total
deposition being increased by the high amounts of rainfall over the uplands of
Wales, north-west England and Scotland. The maximum annual values of wet
deposition in the UK are over 6 kg N ha™! and over 14 kg S ha™!. The effects of
this deposition on terrestrial environments vary greatly with the mode of deposi-
tion and the chemical properties of the particular ecosystem. For example,
although the precipitation in the English Midlands has low pH, it falls mostly as
rain, is evenly distributed during the year, and falls on to alkaline soils. In contrast,
in Scandinavia the winter precipitation falls as snow on to acid soils. During the
spring thaw, all the stored winter acidity is released over a short period, generating
an ‘acid pulse’ with potentially severe consequences for aquatic life.

The networks show that the lowest pH in the UK (<<4.1) is found in the East
Midlands while the highest total deposits are found in the upland regions where
the rainfall is highest. In mainland Europe, the lowest pH values are found within
a belt stretching from southern Sweden down into eastern Germany and Poland.

The concentrations of ions in precipitation are known from analyses of mater-
ial collected largely from raingauges in lowland areas. These concentrations are
not necessarily the same as those experienced in the higher rainfall upland areas,
because of a process called the seeder—feeder mechanism. An orographic feeder
cloud forms when advected air cools as it rises over hills. Droplets are washed out
of the cloud by raindrops falling from a seeder cloud above. Since the ionic con-
centrations in the small feeder cloud droplets are several times as high as those in
the larger seeder raindrops, this process enhances the ionic concentrations in the
rain. The higher the altitude, the greater the orographic cloud cover, and the
greater the total wet deposition. Wet deposition values calculated from raingauge
data must be corrected for this altitude effect.

During the period that the old industrialised nations have been controlling
emissions, the chemical balance of precipitation has been changing. By 1993, sul-
phur emissions in Western Europe had decreased by around 50% from their value
in 1980, and both the acidity and sulphur content of precipitation had fallen by
35%. Emissions and deposition of nitrogen, however, remained about the same,
so that N now generates around 60% of the acidity in European precipitation.
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5.5.5 Cloudwater deposition

The processes of droplet formation from CCN, together with the deposition
mechanisms that are common for all particles, mean that significant fluxes
of salts and acidity can occur to vegetation by the deposition of droplets
when it is not actually raining. This is most likely to occur from orographic
cloud which is formed when air blows up the windward side of a range of
hills. Some upland areas can be in cloud for a high proportion of the year. At
such sites, the deposition of cloud droplets to vegetation — a process also known
as occult precipitation, because it is not detected by a standard raingauge —
can be a significant S and N supply in itself, and the high concentrations
(up to 50X those in raindrops) may have important effects on the impacted
vegetation. For example, experiments have shown that the freezing resistance
of conifers is reduced by acid mists, making the trees more liable to cold dam-
age in the winter. Altitude effects on precipitation chemistry are likely to be
significant above 200 m, and above 400 m cloudwater deposition can be more
important than the direct input from precipitation. Although direct measure-
ments of droplet deposition are technically difficult and infrequently made,
values that have been taken over moorland and forests show that the deposi-
tion velocity is similar to that for momentum. This has provided the basis for
calculations of deposition across the country from known average windspeeds,
land-use data and cloud water ion concentrations. Such calculations have
shown that in upland areas of Wales and Scotland, droplet deposition can
increase wet nitrate deposition by 30%. The deposition rate is strongly influenced
by the aerodynamic roughness of the surface, and is therefore higher over forests
than over grass or moorland.

5.6 TOTAL DEPOSITION AND BUDGETS

The total deposition at any site is the sum of wet (rain/snow or droplets) and dry
deposition. The relative proportions of these three vary greatly with the location.
In the south of England, rainfall and altitude are both low, while proximity to urban
and industrial sources is high, so that dry deposition is high, rainfall and droplet
deposition both low. In the uplands of Wales and Scotland, on the other hand, dry
deposition is small and wet deposition high. Since windspeeds also increase with
altitude, the efficiency of droplet impaction on to vegetation increases, so that
droplet deposition becomes a more significant fraction of the wet proportion.
There has been considerable debate on the influence of vegetation type on deposi-
tion — for example, when an upland area is afforested, the trees act as efficient
droplet and gas collectors and can significantly increase the total N and S fluxes.
These fluxes are very significant for the nutrient balance of the vegetation — total
upland N fluxes can be around 30 kg ha™! a™!, to systems that normally receive
no fertiliser nitrogen.
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Once all the dry and wet emission and deposition fluxes have been esti-
mated for a particular element, they can be combined into a budget for an area,
country or region. Table 5.3 shows one such calculation for nitrogen for the
UK, for fluxes averaged over the period 1988-1992. The total deposition on
any one country or area consists of some material that was emitted from the
country itself, and some that has been ‘imported’ from other countries. Similarly,
some of the total national emissions will be exported, and some deposited inter-
nally. The balance between these import and export terms can be very different
for different countries. The UK is a relatively small, intensively industrialised
landmass surrounded by water, so it is bound to be a net exporter. Scandinavian
countries recognised in the 1970s that they were importing S, N and acidity on
the prevailing winds from the high emitters in the UK, Germany and Central
Europe, while their own emissions were low because of their dependence on
hydroelectric power. For Europe as a whole, we have the balance given in
Table 5.4.

Estimates are given in Figure 5.18 and Figure 5.19 of the corresponding global
budgets for sulphur and nitrogen, including natural emissions. Both budgets con-
firm that anthropogenic emissions (large bold font in Figure 5.18, bracketed val-
ues in Figure 5.19) dominate the totals.

Table 5.3 UK nitrogen budget

Source Direction Flux/kt N a™'
Stationary sources of NO, Emission 425
Mobile sources of NO, Emission 421
Agricultural NO, Emission 350
Dry dep of NO, Deposition 100
Dry dep of NH;3; Deposition 100
Wet dep of NOgy, NHZ Deposition 108, 131
Dry dep of HNO3; Deposition 15

Net export of NH,* 19

Net export of NOY* 623
Notes

* NH, = NH; + NHj
NO, = NO + NO, + HNO; + HONO + NO; + N,Os + NOj3 aerosol + PAN

Table 5.4 European emissions and deposition of S and N

Emitted from Europe Deposited in Europe
7 Mt NO,-N 3.6 Mt NO3-N
22.3 Mt SO,-S 13.9 Mt SO,-S
7.6 Mt NH;-N 5.9 Mt NH,-N
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5.7 ANALYSIS OF AN AIR POLLUTION EPISODE

On 2 September 1998, an unusual air pollution episode occurred in the
English Midlands. The meteorological situation was that, on the day before, an

© 2002 Jeremy Colls



occluded cold front had moved across the UK before stalling over the North Sea
due to a blocking High over Scandinavia. The resulting pressure field over the
UK was very slack, with weak gradients and low windspeeds. Several hours of
calm (zero windspeed) were recorded at the Watnall meteorological station near
Nottingham. Nevertheless the presence of cloud inhibited thermal convection
during the day. Radiosonde ascents at 1115 and 1715 from Watnall showed an
inversion at around 300 m above ground, which probably persisted all day.
During the afternoon of the 2 September, the wind flows were light and variable,
with a lot of shear (wind direction varied with height) in the lowest 1000 m of
the atmosphere. The overall effect of these conditions was to hold and perhaps
pool local emissions to the north of Nottingham in the English East Midlands,
and to bring this material slowly south-west late on the 2 September. Nottingham
is on the southern edge of an extended coalfield on which are sited many of the
UK’s coal-burning power stations, and it appears that the emissions from these
accumulated in the stagnant air before drifting over Nottingham. The records
from the continuous monitors in Nottingham (Figure 5.20), show sharp coinci-
dent peaks in both SO, and PM,, concentrations, a combination which is char-
acteristic of emissions from coal-burning power stations. The concentration of
ozone, which is not emitted from power stations, peaks just before the others,
but then decreases sharply and then varies widely. This was probably due to a
combination of variable weather conditions and reactions with the plume.

The peak 15-min mean SO, concentration was 653 ppb, two orders of
magnitude greater than the long-term mean, and the peak hourly-mean PM,,
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Figure 5.20 Concentrations of SO, and PM,q at Nottingham during the pollution episode
of 2 September 1998.
Source: Environment Agency (2000) Report into an Air Pollution Episode,
Environment Agency, Bristol.
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concentration was around 420 g m~3, one order of magnitude larger. Both levels
greatly exceed the EPAQS/NAQS health guidelines. The episode was modelled
during an intensive analysis by the EA (UK). They found that the usual Gaussian-
based models were unsuitable because they are not designed to handle the situ-
ation of pollutant accumulation and long residence times in calm air. Instead they
turned to a model called nuclear accident model (NAME) which had been devel-
oped by the UK Met. Office to predict the dispersion of radionuclides after a fire
or similar event at a nuclear power plant. Nuclear accident model predicted the
movement and concentration build-up rather well, and enabled the attribution that
just three power stations lying close together on the River Trent had been
responsible for 95% of the SO, peak.
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Chapter 6

Meteorology and modelling

Measurements tell us what the concentrations are (or have been) at a particular
location. They cannot tell us what the concentration is going to be in the future, or
what it is now at locations where no measurements are being made. Air pollution
models help us to understand the way air pollutants behave in the environment. In
principle, a perfect model would enable the spatial and temporal variations in
pollutant concentration to be predicted to sufficient accuracy for all practical
purposes, and would make measurements unnecessary. We are a very long way
from this ideal. Also, it should be remembered that a model is no use unless it has
been validated to show that it works, so that the process of model development goes
hand in hand with developments in measurement. There are many reasons for using
models, such as working out which sources are responsible for what proportion of
concentration at any receptor; estimating population exposure on a higher spatial or
temporal resolution than is practicable by measurement; targeting emission
reductions on the highest contributors; predicting concentration changes over time.
There are four main families of model:

e Dispersion models, which are based on a detailed understanding of physical,
chemical and fluid dynamical processes in the atmosphere. They enable the
concentration at any place and time to be predicted if the emissions and other
controlling parameters are known;

e Receptor models, which are based on the relationships between a data set of
measured concentrations at the receptor and a data set of emissions that
might affect those concentrations;

e Stochastic models, which are based on semi-empirical mathematical
relationships between the pollutant concentrations and any factors that might
affect them, regardless of the atmospheric physical processes;

e  Compartment or box models, in which inputs to, and outputs from, a defined
volume of the atmosphere are used to calculate the mean concentration
within that volume.

All modelling and validation need some understanding of relevant meteorology,
so we will cover that before looking at the models themselves.
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6. METEOROLOGICAL FACTORS

The main meteorological factors that affect dispersion are wind direction, windspeed
and atmospheric turbulence (which is closely linked with the concept of stability).

6.1.1 Wind direction

Wind direction is conventionally specified as the direction from which the
wind is blowing, because we have been more interested in what the wind has
collected before it reaches us than in where it will go afterwards. Wind direc-
tion is commonly identified with one of 16 (or sometimes 32) points of the
compass (e.g. a south westerly wind is a wind blowing from the south-west),
or more scientifically as an angle in degrees clockwise from north (so the
south-west wind will be blowing from between 213.75° and 236.25°). What is
spoken of colloquially as the wind direction is rarely constant in either the
short or long term. The average value over periods of between one and a few
hours is determined by meteorology — the passage of a frontal system, or the
diurnal cycle of sea breezes near a coast, for example. This medium-term
average value of wind direction is of fundamental importance in determining
the area of ground that can be exposed to the emission from a particular
source. Short-term variations ( between seconds and minutes), due to turbu-
lence, are superimposed on this medium-term average — they can be seen on a
flag or wind-vane. As well as these short-term horizontal variations, there are
also short-term variations in the vertical component of the wind that affect
turbulent dispersion. The magnitudes of both horizontal and vertical variations
are influenced by the atmospheric stability, which in turn depends on the
balance between the adiabatic lapse rate and the environmental lapse rate.
These concepts are described in Section 6.1.3.

6.1.2 Windspeed

Windspeed is measured in m s~ ! or knots (one knot is one nautical mile per hour;
one nautical mile is 6080 feet, or 1.15 statute miles). Although the use of SI units
is encouraged in all scientific work, some professions have stuck with earlier sys-
tems. Thus mariners, pilots and meteorologists are all comfortable with knots.
Mariners also use the Beaufort Scale, which relates windspeed to its effects on the
sea.

Windspeed is important for atmospheric dispersion in three distinct ways.
First, any emission is diluted by a factor proportional to the windspeed past the
source. Second, mechanical turbulence, which increases mixing and dilution, is
created by the wind. Third, a buoyant source (hot or cold) is ‘bent over’ more at
higher windspeeds, keeping it closer to its release height. Friction with the
ground reduces the windspeed near the surface, so that the speed at the top of an
industrial chimney (such as that of a power station, which might be 200 m tall)
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Table 6.1 Variation of the windspeed exponent p with stability category

Pasquill stability Class Exponent p Exponent p
for rough terrain for smooth terrain
A — the most unstable 0.15 0.07
B 0.15 0.07
C 0.20 0.10
D 0.25 0.15
E 0.40 0.35
F — the most stable 0.60 0.55

will be substantially greater than at the bottom. The change with height can be
approximated by a power law such as

u(z) = ug (z/zo)P 6.1

where u(z) is the windspeed at height z, u, is the windspeed measured by
an anemometer at height z;, p is an exponent that varies with atmospheric
stability.

Table 6.1 gives the values of the exponent p appropriate to the Pasquill
stability categories which are described in 6.1.3.5. This supports the intuitive
idea that the best-mixed air (Class A) has the smallest variation of speed with
height.

6.1.3 Atmospheric stability

6.1.3.1 Dry adiabatic lapse rate

Atmospheric pressure decreases exponentially with height. Hence, as an air
parcel moves up (or down) in the atmosphere, it must expand (compress) and cool
(warm). For a dry atmosphere (containing water vapour, but not liquid water
droplets) the rate of decrease of temperature with height caused by this type of
displacement is called the dry adiabatic lapse rate (I', or DALR). Adiabatic
simply means that the air parcel’s total energy content is conserved during the
displacement, not exchanged with the surrounding air. The value of T is fixed by
physical constants, and can be calculated from

I' = glc,
where g is the acceleration due to gravity = 9.81 m s~2 and cp is the specific heat
of air at constant pressure = 1010 J kg~ ! K~1.

Hence T' = 9.8 °C km~!. This value applies to sufficient accuracy in the
lower 20 km of the atmosphere. Above that height, changes in the molecular
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composition (which affect the molar mass) and in g (due to increasing distance
from the centre of the Earth) start to affect the value. This is the reason for the
steady decrease in temperature with height — up mountains, for example.

6.1.3.2 Saturated adiabatic lapse rate

If the air temperature falls below the water vapour dew point while the parcel is
being lifted, then the excess water vapour will start to condense. This will release
latent heat of vaporisation which will reduce the rate of cooling. Conversely, if a
descending parcel contains liquid water droplets, then the process is reversed —
the droplets evaporate as the parcel warms, extracting sensible heat from the air
and reducing the rate of warming.

The variation of temperature with height when there is liquid water present is
known as the saturated adiabatic lapse rate (SALR), or T,

_4r _ —s !
La="0=7, {1 - (L/cpxdqs/dn} ©2

where L is the latent heat of evaporation of water, ¢ is the saturation mixing ratio
(kg water/kg air).

Since the saturated vapour pressure of water depends on both the tempera-
ture and pressure, the SALR is also variable (Table 6.2). The minimum values
are found for surface pressures and the warmest temperatures. Since the air
also has to be saturated, this is more likely to be in the tropics than above the
Sahara. Maximum values are found where the air is very cold, because then the
water vapour content is low. The average lapse rate over the Earth is about
6.5°Ckm™!.

6.1.3.3 Atmospheric stability and temperature profile

The adiabatic lapse rates describe the temperature changes expected in a parcel
of air when it is displaced vertically. This is not usually the same as the vertical

Table 6.2 Variation of saturated lapse rate (°C km™') with temperature and pressure

Pressure/mb Temperature/°C

—40 -20 0 20 40
1000 9.5 8.6 6.4 43 3.0
800 9.4 83 6.0 3.9
600 9.3 7.9 54
400 9.1 73
200 8.6
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temperature profile of the air, as would be measured, for example, by recording
the temperature transmitted by a sounding balloon as it rose through the atmos-
phere. This environmental lapse rate (ELR) is the vertical variation, or profile, of
air temperature with height that exists at any particular time and place. It may be
equal to the adiabatic lapse rate over at least part of the height range of interest
(up to, say, 1 km for pollutant dispersion), but it may be substantially different.
The local balance between the two lapse rates gives an insight into the concept
known as stability.

First, consider the different physical situations shown in Figure 6.1. In Figure
6.1(a), a marble is at rest in a bowl. Any small displacement of the marble results
in a restoring force — a force that moves the marble back towards its initial posi-
tion. Such a system is said to be stable. In Figure 6.1(b), the marble is on a flat
surface. No force in any direction is generated by a displacement, and the system
is described as neutral. Finally, in Figure 6.1(c), the marble is poised on the top
of the upturned bowl. Now any displacement results in a force away from the ini-
tial position, and the system is unstable.

These ideas can be applied to air parcels in the atmosphere. Consider, for
example, the different situations shown in Figure 6.2(a—c). In each Figure, the
prevailing ELR is shown, and the DALR is given for comparison. A parcel of air
that starts at A in Figure 6.2(a) and moves upward will cool at the DALR, reach-
ing a lower temperature at B. However, the air around the parcel at the same
height will be at C on the ELR. The parcel has become cooler and denser than its
surroundings and will tend to sink back towards its starting height. If its initial
displacement is downward, it will become warmer and less dense than its
surroundings and tend to rise back up. The ELR is therefore stable, because small
disturbances are damped out. In Figure 6.2(b), a rising parcel will again cool at
the DALR. Since this is equal to the ELR, the parcel will be in air of the same
temperature and density after displacement. The ELR is therefore neutral,
because vertical motions are neither accelerated nor damped. Examination of
vertical displacements for Figure 6.2(c) shows that they are accelerated, and that
such an ELR is unstable.

If we look at the forces acting on a parcel displaced upwards in a stable
atmosphere, an equation of motion can be written for which the solution is an

\JO)/ @)

a) Stable b) Neutral c¢) Unstable

Figure 6.1 Stable, neutral and unstable systems.
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Figure 6.2 (a) Stable; (b) neutral; and (c) unstable Environmental lapse rates.

oscillation about the starting height. That is, the parcel experiences a restoring
force that accelerates it back towards its original position. Since by then it is
moving, it overshoots downwards, and a restoring force accelerates it upwards
again, and so on. The frequency of this oscillation, which is called the buoyancy
frequency, corresponds to a natural period of a few minutes in the lower
atmosphere.

In practice, real temperature profiles in the atmosphere often consist of a
mixture of different ELRs, so that vertical dispersion will be different at different
heights. Consider the Environmental Lapse Rate shown in Figure 6.3. Between A
and B, strong solar heating of the ground has warmed the lowest layers of air; the
middle layer BC is close to DALR, while the layer CD is showing an increase of
temperature with height (this is known as an inversion of the temperature profile).
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Figure 6.3 An atmospheric temperature profile involving a range of stabilities.

This profile will be very unstable (strong dispersion) in AB, close to neutral in
BC, and very stable (poor dispersion) in CD. When a persistent anticyclonic high
pressure region is present, there is often an area in the centre where high-level air
is sinking. The sinking raises the temperature, generating an elevated inversion
which may act as a lid to vertical plume dispersion and increase ground-level pol-
lutant concentrations. Since the pressure gradients and hence windspeeds are low
under these meteorological conditions, a serious pollutant episode may result.

We saw in Section 6.1.3.2 that the lapse rate for saturated air is lower than for
dry air. Hence the same air mass may be stable or unstable, depending on whether
it is saturated or not. As an unsaturated air parcel starts to rise, it will cool at the
dry lapse rate of 9.8 °C km™!. If the ELR is, say 8 °C km™!, then the movement
is stable. But if the upward movement cools the air enough to cause condensation
of water vapour, then the lapse rate will fall to the saturated value of, say 7 °C
km~!, and the displacement is now unstable. This is called conditional instabil-
ity. The condition is not rare — since the average global lapse rate of 6.5 °C falls
between the dry adiabatic rate and the average moist lapse rate of 6 °C, condi-
tional instability is the norm. Furthermore, a humidity gradient can change the
stability. This is most often seen in the warm atmosphere near the surface above
the tropical ocean. The sea surface evaporates water into the air. The molar mass
of water is 18 compared with 29 for the air, so the air density decreases and pro-
motes instability.
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6.1.3.4 Potential temperature

A useful additional concept is that of potential temperature, 6. The DALR shows
a steady reduction of temperature with height, and it is not obvious at first glance
whether a particular rate of reduction is greater than or less than the DALR. This
divergence is important for the assessment of atmospheric stability and pollutant
dispersion, as we have seen. We can define the potential temperature of an air
parcel at any pressure (i.e. height) as the temperature that it would have if the par-
cel were moved adiabatically to a standard or reference pressure. This reference
pressure is normally taken to be 100 kPa, which is very close to the standard
global average atmospheric pressure at sea level of 101.325 kPa. The potential
temperature, then, is the temperature that the parcel would have if it was moved
down to sea level adiabatically. By definition, 6 is constant for an air parcel that
is moved upwards adiabatically from sea level. An actual temperature profile such
as that in Figure 6.4 is transformed into a potential temperature profile, where
parts with neutral stability are vertical; in stable atmospheres 0 increases with
height, while in unstable atmospheres it decreases with height.

6.1.3.5 Pasquill stability classes

The general effect of environmental variables on stability can be summarised as
follows:

e  On cloud-free days, solar radiation will warm the ground during the day,
making the lowest air layers unstable.

e  On cloud-free nights, net upwards longwave thermal radiation cools the ground,
making the lowest air layers stable, and creating a ground-level inversion.

e As windspeed rises, vigorous vertical exchange tends to generate a neutral
ELR equal to the DALR.

e As cloud cover increases, daytime heating and nighttime cooling of the
ground are both reduced, again making the ELR closer to the DALR.

e A persistent high pressure region has a downward air movement at the centre,
which often creates an elevated inversion and traps pollutants near the
ground. This is known as ‘anticyclonic gloom’.

The influence of solar radiation and windspeed on stability led Pasquill to
identify stability classes on a scale from A (very unstable) to G (very stable), and
to relate them to the meteorology in the simple way shown in Table 6.3.

First, look at the stability classes during the daytime. When the sun is strong
and the winds light, we would expect maximum ground heating, raising the
temperature of the lowest layers of air and creating unstable conditions. With less
sunshine, this effect is reduced and the instability is less marked. As the windspeed
increases, vertical mechanical mixing starts to override the buoyancy effects, and
frequent exchanges of air parcels at DALR generate a neutral ELR (class D).
At night, net radiation losses and ground cooling are most marked under clear
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Figure 6.4 Actual and potential temperature profiles.

Table 6.3 Dependence of stability on meteorological parameters

Surface windspeed Day time sun Night time

ms~! (flux density in W m™2) (cloud amount in oktas)
Strong Moderate Weak 8 4-7 0-3
(>590)  (300-590)  (<290)

<2 A A-B B D G G

2-3 A-B B C D E F

3-5 B B-C C D D E

5-6 C C-D D D D D

>6 C D D D D D

skies. As the ground cools, the lowest air layers become stable (class G). The
cloudier or the windier it becomes, the more probable class D becomes again.

Occurrence of Pasquill classes

Table 6.4 shows the average occurrence of different stability classes in the UK.
As would be expected, our temperate maritime climate gives us high average
windspeeds and cloud cover, so that categories C and D are the most likely. The
very high values for ELR given here, equivalent to up to 40 °C km™!, can only be
sustained within the lowest few metres of the atmosphere.

6.1.3.6 Other stability estimators

The Pasquill scheme described in Section 6.1.2 is semi-quantitative, in that it ascribes
categories to ranges of the driving variables wind speed and solar radiation, but does
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Table 6.4 Occurrence of different stability classes in the UK

Stability class Occurrence ELR uatlOm Weather
in UK/% °C (100 m)~! ms™!
A: Very unstable I <-1.9 1.0-2.5 Very sunny
B: Moderately 5 —1.9—1.7 1.0-5.0 Sunny
unstable
C: Slightly unstable 15 —1.7——1.5 2.0-6.0 Part cloud
(day)
D: Neutral 65 —1.5-—-0.5 2.0->10.0 Overcast
E: Stable 6 —0.5-+1.5 2.0-5.0 Part cloud
(night)
F: Very stable 6 +1.5-+4.0 2.0-3.0 Clear night
G: Even more stable 2 Calm
than F

not involve a formula with explicit values. There are two more quantitative parameters
in common use — the Richardson Number and the Monin—Obukhov length.

The Richardson Number

The Richardson Number Ri is calculated from gradients of temperature and wind-
speed

g orT
T oz
(5

oz
where T is the absolute temperature.

The Richardson Number is dimensionless. We can see by inspection that if

temperature increases strongly with height, which is the stable condition that we
have discussed in Section 6.1.3.3, then Ri will tend to be large and positive. If T

decreases with height at the adiabatic lapse rate, Ri will be negative. If there is a
large gradient of windspeed with height, Ri will be small.

Ri =

Ri< —1 free convection

—1 <Ri< —-0.01 unstable mixed convection
—0.01 <Ri< +0.01 forced convection

+0.01 <Ri< +0.1 damped forced convection
Ri > 0.1 increasingly stable

The Richardson Number is mainly used by meteorologists to describe events in
the free atmosphere, rather than by air pollution scientists discussing dispersion
closer to the ground.
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The Monin—Obukhov Length

The Monin—Obukhov Length, L is a function of heat and momentum fluxes.

L= — chTui

kgC

where 7 is the absolute temperature and C is the vertical sensible heat flux.

The formula for L recognises the two contrasting processes that drive
atmospheric turbulence and dispersion. Mechanical turbulence is generated by
wind blowing over surface roughness elements. It is therefore strongest at the
surface, and reduces upward depending on the stability. Convective turbulence is
generated by heat flux from the surface, and will increase upwards in unstable
conditions but be damped out in stable conditions (Table 6.5). The result has units
of metres, and represents the scale of the turbulence. Since C may be positive (up)
or negative (down), L may be positive or negative. When conditions are unstable
or convective, L is negative, and the magnitude indicates the height above which
convective turbulence outweighs mechanical turbulence. When conditions are
stable, L is positive, and indicates the height above which vertical turbulence is
inhibited by stable stratification. In practice, values range between infinity (in
neutral conditions when C is zero) and —100 m. Atmospheric stability is related
to the ratio 4/L, where h is the depth of the boundary layer. L is increasingly being
used in dispersion models as a more sophisticated estimator of turbulence than the
Pasquill category.

For practical use in the lowest few hundred metres of the atmosphere, we can

write
T\ ul !
L= (EL) £ _ const. “ . (6.3)
kg C C

Note that although this expression does not look like a length at first sight, the
dimensions do confirm that it is
ie.

(kg m™ )T kg™ K-H(K)(m s~ )3/ (m s~2)(W m™2) has dimensions of
length and units of metres.

Table 6.5 Stability as a function of L and h

Stability Range of h/L
Stable hiL= |
Neutral —03=h/lL<I
Convective h/L < —0.3
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The values of p, cp T, k and g are then taken as constant.

With
p =12kgm™3
¢, = 1010 kg™ K~
T =288 K (15 °C)
k =041
g =981 ms2

we have L = 8.7 X 10* u3/C

Other stability estimators have been used, such as the standard deviation of the
fluctuations in the horizontal wind direction, and the ratio of the windspeeds at
two heights. Comparisons of the predictions made by different estimators from
the same data set have shown that the Monin—Obukhov length method correlates
best with the Pasquill classes.

Boundary layer height

The Monin—Obukhov formulation can also be used to estimate the height of the
boundary layer in stable-to-neutral conditions, from

b 03u/If|L
L 1+19%L

The situation in unstable conditions is more complex, because the boundary layer
grows from an initial value of zero when the surface heat flux becomes positive,
at a rate governed by the surface heat flux, the temperature jump across the top
of the layer, and the friction velocity (Table 6.6).

Table 6.6 Relationships between stability estimators

Windspeed Pasquill Boundary Monin— hiL
u/ms™! category layer height Obukhov

h/m Length/m
| A 1300 -2 —650
2 B 900 —10 -90
5 C 850 —100 -85
5 D 800 oo 0
3 E 400 100 4
2 F 100 20 5
| G 100 5 20
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6.1.4 Meteorological data

In the UK the main provider of meteorological data is the Meteorological Office.
Typically a user, such as a Local Authority, will need to use a commercial
dispersion model to calculate ground-level concentrations of a pollutant from a
particular source. If this is done hour-by-hour for one year, then 8760 sets of
meteorological data will be needed. Each set will include values of wind speed,
wind direction, boundary layer height and an atmospheric stability criterion such
as Pasquill class or Monin—Obukhov length scale. Wind speed and direction may
be measured locally, but the other parameters are derived from other values and
different methods are in use. Trinity Consultants are the main provider of nation-
wide data in the US, and this company also supplies compilations of UK data in
the UK.

6.2 DISPERSION MODELS

The qualitative aspect of dispersion theory is to describe the fate of an emission
to atmosphere from a point, area or line source. Quantitatively, dispersion theory
provides a means of estimating the concentration of a substance in the atmos-
phere, given specific information about meteorological factors and the geometry
and strength of the source. Dispersion models include:

e FEulerian models, which numerically solve the atmospheric diffusion
equation. Eulerian models work on the measurement of the properties of the
atmosphere as it moves past a fixed point. A windvane or cup anemometer
are Eulerian sensors.

e Gaussian models, which are built on the Gaussian (normal) probability
distribution of wind vector (and hence pollutant concentration) fluctuations.
Strictly these are a subset of Eulerian models but are usually treated as
a group in their own right.

e Lagrangian models, which treat processes in a moving airmass, or represent
the processes by the dispersion of fictitious particles. Tracking a neutral-
density balloon as it moves downwind is a Lagrangian measurement.

Dispersion is essentially due to turbulence, and turbulence occurs with a great
range of length scales in the atmosphere. Hence there are further families of
model depending on the length (or time) scale of interest:

e Macro scale (~1000 km, or days). Atmospheric flow is driven by synoptic phe-
nomena such as high/low pressure areas. For example, the long range transport
of air pollution from Central Europe to the UK or from the UK to Scandinavia.

e Meso scale (10s—100s of km, or hours). Air movement is synoptically driven,
but modified by local effects such as surface roughness and obstacles. For
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example, the dispersion of emissions from a power station chimney over the
surrounding countryside.

e  Microscale (<1 km, or minutes). Air flow depends mainly on local features.
For example, urban flows in the labyrinth of street canyons.

6.3 GAUSSIAN DISPERSION THEORY

Eulerian models are based on the concept of a fixed reference point, past
which the air flows. Lagrangian models, in contrast, are based on the concept
of a reference point that travels with the mean flow. In the commonly-used
Gaussian method, the simplest realisation of this idea is to think of an
instantaneous release of a pollutant from a point source. This ‘puff’ moves
downwind along the average wind direction. As it does so it expands in vol-
ume, incorporating dilution air from around it and reducing its concentration.
The puff also experiences small random movements, caused by turbulence,
away from the mean direction. A continuous emission is then described as an
infinitely rapid series of small individual puffs. Gaussian dispersion theory
enables the concentration due to such a trajectory to be calculated at any
location downwind.

We are now going to outline the system of equations that we need in order to
predict what concentration of a substance will be found at any point in the
atmosphere, if that substance is being released at a known rate from a source.
We will show how the practical equations are related to physical processes in the
atmosphere, but we will not derive the equations from first principles.

6.3.1 Coordinate system

First, we have to be able to describe the position of the place at which we wish to
estimate concentration, relative both to the source and the ground. A standard
Cartesian (x, y, z) coordinate system is used (Figure 6.5).

In this coordinate system:

the physical source (e.g. the base of a chimney) is located at the origin (0, 0, 0);
the x axis lies along the mean wind direction;

x is the distance downwind from the source;

y is the lateral distance from the mean wind direction;

z is the height above ground level,

h is the physical height of the chimney;

dh is the additional height by which the plume rises due to its buoyancy
and/or momentum;

H = h + dh is the effective height of the release;

u is the mean windspeed at plume height.
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Figure 6.5 The Cartesian coordinate system used to specify dispersion geometry.

6.3.2 Fickian diffusion

The starting point for dispersion theory is to consider the diffusion of a cloud of
material released into the atmosphere instantaneously from a point source. In one
dimension, turbulent transfer in the atmosphere can be described by a Fickian
equation of the form

dg 9%q

=K
dt dx>

where ¢ is the concentration of material and K is the turbulent diffusivity. This
equation has an analytical solution

7= ool )
17 "aknos P\ aks

where Q is the source strength (e.g. in kg s™!). The concentration is a maximum
at the point of release, and decays away in both positive and negative directions
following the Gaussian bell-shaped distribution (Figure 6.6). Hence the value of
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Figure 6.6 The standard Gaussian (normal) distribution, showing the physical signifi-
cance of sigma.

o at any distance from the source is a distance in metres which represents the
lateral or vertical half ‘width’ of the plume.

Now imagine that this instantaneous point source of material is diffusing
isotropically in three dimensions (puff model) and at the same time drifting
away from the point of release at the average windspeed u. The solution
becomes

qx,y,z, 1) = 9 eXP( _rz)
(2na?)3/? 202

where o is the standard deviation of the puff concentration at any time ¢, and
r?=(x—un? +y*+ 2~

6.3.3 The Gaussian plume equation

Following the analysis given for puff dispersion, emission from a continuous
source can be considered as a continuous series of overlapping puffs, giving

_y2 —(z—H)?
4, ¥, 2) = ——2—exp =% exp{ € )} (64)

2nuoyo, 20y 202

where o, and o, are the standard deviations in the y and z directions, respect-

ively; and H is the total height of release. The first exponential term describes
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lateral dispersion, and the second describes vertical dispersion. Equation 6.4 is
the basic Gaussian dispersion equation which is at the heart of many air quality
prediction models.

It is important to realise that o, and o, describe the width of the concentra-
tion distribution, not of the plume itself. This aspect is clarified in Figure 6.7.
The plan view shows a snapshot of the plume at any one time as the plume wan-
ders either side of the mean wind direction. The concentration within the plume
itself is approximately uniform, as shown by the ‘top hat’ shape of the

+y

+X

-y

Concentration
atB

Time

Concentration
atAorC

Time
Figure 6.7 A plan view showing how the Gaussian distribution is formed from the differ-

ing frequency of exposure to the plume as it wanders about the mean wind
direction.
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distribution. The plume moves across to locations A and C only rarely — although
the peak concentration may be high for a short time, the average is low because
most of the time the plume is elsewhere. Point B is on the centre line of the plume
along the mean wind direction. By definition, the plume spends a higher propor-
tion of the time in this direction than any other, so the average concentration is
highest. The frequency distribution of direction variations about the mean is
Gaussian — hence the lateral Gaussian profile is built up. Similar variations in the
vertical plane also give a Gaussian profile.

6.3.4 Assumptions of the Gaussian model

e Release and sampling times are long compared to the travel time from source
to receptor. This means that the release is effectively steady state and that dif-
fusion along the mean wind direction is negligible compared to advection
(movement with the mean wind). Measurement time scales of hours rather
than minutes are implied.

e The material is chemically stable and is not deposited to the ground. This
means that gases must be unreactive, and particles must be <20 pm in
diameter so that they do not sediment out. The equation of continuity will
then apply — the integral of the concentration over all space at any time is
equal to the total mass of material emitted. In practice, most gases are
deposited to some extent; this can be allowed for by, for example, an
additional exponential decay factor in the concentration with distance
from the source.

e The lateral and vertical variations of the material concentration can both be
described by Gaussian distributions, which are functions of x only.

e The windspeed is constant with height. This is never true in practice, as has
already been seen. Windspeed variation with height can often be described
by a logarithmic profile. More advanced versions of the Gaussian formula-
tion divide the atmosphere up into layers, each layer having a specified set of
characteristics such as windspeed and stability.

e The wind direction is constant with height. Again, this is rarely true. The
most common form of the variation is the Ekman spiral, in which the
direction tends towards the geostrophic (parallel with the isobars) as height
increases, over the first few hundred metres.

6.3.5 Plume rise

Most plumes have either some exit velocity that carries them up into the air, or
some degree of buoyancy due to temperature or density difference with the
surrounding air, or both. Hence the effective plume height is likely to be different
(usually, greater) than the physical height of the chimney. The dispersion equation
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shows that concentration is a function of the square of the release height, and
hence much research has been done into the dependence of plume rise on other
factors.

In principle it is possible to solve the conservation equations for mass,
momentum, enthalpy and amount of emitted material, and hence predict the
trajectory of the plume and the rate of entrainment into it of surrounding air.
A simplified, more empirical method has often been used which is less
mathematically and computationally intensive, although increased computing
power is making full solution more practical.

The standard theory assumes that a rising buoyant plume entrains ambient air
at a rate proportional to both its cross-sectional area and its speed relative to the
surrounding air. The driving force is expressed in terms of an initial buoyancy
flux F, where

2 8
Fy, = woRg T (Too—Ta0)
pO

with wy the initial plume speed, R the inside stack radius, Ty the initial plume
temperature (K), and T, the ambient temperature at stack height. Hence the SI
units of F, are m* s3.

Briggs solved the equations of motion for a bent-over plume in a neutral
atmosphere to show that the height z at any distance x downwind was given by

Fy \ o
N2 )y
7= —<1+—> = CBr(Fy, x, u)
u X

where Br(Fy, x, u) is the ‘Briggs variable’
and

3\
and C; = (2_,82> , with plume radius r = Bz.

The most important value for use in dispersion calculations is the final plume
rise dh. This has usually been found by fitting curves to observed data from a
range of sources, and Briggs recommended the following relationships

Buoyant rise in unstable — neutral atmospheres

In Pasquill categories A-D, different equations are to be used depending on

whether F is greater or less than 55 m* s 73,

For Fy< 55 use dh = 21 F ", (6.5)
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For F, > 55 use dh = 39 F *%u, (6.6)

where u, is the windspeed at height A.

Buoyant rise in stable atmospheres

In a stable atmosphere, Briggs found that the most reliable expression for the final
plume rise dh was given by

Fb 1/3
dh = 2.6(—-
uS
. - g (0T . .
Here S, the ambient stability factor = T\ o + I'|, and is a function of
Z

atmospheric conditions only.

Clearly, these estimates of plume rise need quite detailed information about the
properties of the source. If less is known about the source, dh can be estimated
from

_ 515P%%
u

dh

which gives the plume rise in metres when Pr is the thermal power of the
chimney gases in MW — i.e. the product of mass flow rate, the specific heat of
the flue gases and their temperature difference from that of the ambient air. For
example, a large power station will have an electrical output at full load of
2000 MW, and a thermal output in the flue gases of about 280 MW. Hence a
plume rise of 220 m would be expected in a windspeed of 10 m s~!. The
chimney height for such a power station in the UK is around 200 m, so plume
rise contributes significantly to dispersion, especially since ground level
concentrations are inversely proportional to the square of the effective source
height.

6.3.6 The effect of vertical constraints

The simplest Gaussian solution (Eqn 6.4) assumes that the plume is free to
expand in all directions without constraint. This may be true in practice during a
limited period of time when an emission is moving away from an elevated source
and has not yet moved close to the ground. For real sources, the pollutant cannot
disperse in all directions without constraint. In the usual situation of an elevated
source (chimney + plume) at some height above the ground, downward disper-
sion is always limited by the presence of the ground, while upward dispersion
may be limited by an elevated inversion.
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6.3.6.1 Reflection at the ground

Assuming that no pollutant is absorbed by the ground, any pollutant that reaches
the ground is available for upward dispersion into the atmosphere again. This is
accounted for theoretically by adding an ‘image source’, equal in magnitude to
the actual source but located at (0, 0, —H), i.e. a distance 2H vertically below the
actual source and distance H beneath the ground surface (Figure 6.8). Although
this is a physically meaningless mathematical contrivance, it does the required
job of effectively reflecting the plume away from the ground.
The dispersion equation therefore becomes

_ [ —@-H)? —(z + H)Z}
q(x,y,2) = 2wy, exp— e lexp 202 texp 5 = (6.7)

where the second exponential term inside the curly brackets represents ‘add-
itional’ material from the image source located at (0, O, —H). This is shown as
Image Source A on Figure 6.9.

6.3.6.2 Reflection at an inversion

Dispersion downwards will always be constrained by a physical surface such as
water or vegetation. Dispersion upwards may also be constrained — not by a
physical surface but by the temperature structure of the atmosphere itself. If there
is an elevated inversion present, as was described in Figure 6.3, then this can act
as a barrier to free upward dispersion. Buoyant air parcels penetrating into an
elevated inversion from below will have buoyancy removed because the temper-
ature of the surrounding air will increase with height while that of the parcel will
decrease. The worst pollution episodes, such as those that occurred in London in

+H

Figure 6.8 Side view to show how the image source allows for reflection of plume
material at the ground.
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Figure 6.9 Schematic showing reflections of plume at ground and inversion.

1952 and 1991, are often associated with the presence of ground-level or low-
altitude elevated inversions that trap ground-level emissions within a thin layer of
the atmosphere. This is allowed for in the solution to the diffusion equation by the
addition of further reflection terms, which are generated by an image source as far
above the inversion as the actual source is below it (i.e. at a height of (2Hy,, —H)).

Hence
x,y,2) = Q ex =y [ —GZH) + ex ZGrH) H)?
a5y, 2mioyo, P 207 | 202 P 202
_(Z_2Hb1 + H)Z _(Z + 2Hbl_H )2
+ exp 207 + exp 202 (6.8)
—(z—2Hy,—H )?
texp—————
202
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where Hy, is the height of the inversion or the top of the boundary layer. In this
equation, the first term in the curly brackets is the direct component, and the
second is due to the image source discussed above. Figure 6.9 shows how these
and the other components contribute to the concentration at any point P. The third
exponential term in the curly brackets represents reflection of the source at the
inversion (Image source B, Figure 6.9), the fourth term (Image source C) is
reflection of Image source B at the ground, and the fifth (Image source D) is
reflection of Image source A at the inversion.

Far enough downwind, the plume has expanded so far vertically that it fills the
boundary layer completely. This occurs for o, > Hy,. After that it expands as a
horizontal wedge, as though it had been released from a vertical line source the
height of the boundary layer. The plume is well mixed throughout the boundary
layer, so there is no z dependence and the concentration is given by

Clx, y) = 0 exp< —Y 2) (6.9)
) \27ahUy 2073 ’

The Gaussian formulation described above applies to stable and neutral boundary
layers. There is increasing evidence that the distribution of vertical velocities, and
hence of concentrations, is non-Gaussian (skewed) when the boundary layer is
convective. The result of this skewness is that for elevated sources, the height
within the plume at which the concentration is a maximum descends as the plume
moves downwind, while the mean height of the plume rises.

6.3.7 Estimating stability

Figure 6.10 shows the idealised effect of the different ELRs on plume behaviour.
Each diagram shows a temperature profile in the atmosphere, together with the
expected plume behaviour. The most unstable conditions (a, Pasquill A) can result
intermittently in very high concentrations of poorly-diluted plume close to the
stack. This is called looping. Neutral conditions (b, Pasquill C-D) disperse the
plume fairly equally in both the vertical and horizontal planes. This is referred to as
coning. A strong inversion of the profile (c, Pasquill E-F) prevents the plume from
mixing vertically, although it can still spread horizontally. If the plume is released
above a ground-based inversion (d), then it is prevented from mixing down to the
ground and ground-level concentrations are kept low. Conversely, if it is released
below an elevated inversion (e) then it is prevented from dispersing upwards and
ground-level concentrations are enhanced. In practice, complex ELR structures
interact with stack and plume heights to create a much more variable picture.

The effect of stability on dispersion pattern can also be seen in Figure 6.11.
Pasquill A generates the highest maximum concentration and the closest to the stack,
although the narrow peak means that the integrated downwind concentration is low.
As stability increases, the peak concentration decreases and moves downwind.
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Figure 6.10 Effect of lapse rate on plume dispersion.
Source: Oke, T. R. (1987) Boundary Layer Climates, Methuen, London.

6.3.7.1 Estimates of 0, 0,

Expressions for oy and o, have been derived in terms of the distance travelled by
the plume downwind from the source under different Pasquill stability classes.
They are available both as graphs and as empirical equations that are valid in the
range 100 m < x < 10 km. Figure 6.12(a) and (b) show the variations of standard
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Figure 6.11 Variation of ground level concentration with distance downwind, under
different atmospheric stabilities.
Source: Masters, G. M. (1998) Environmental Engineering and Science, Prentice
Hall, New Jersey.

deviation with distance from the source for the different Pasquill stability
categories. Note that the x scale runs from 100 m to 100 km — this dispersion
methodology is designed for medium physical scales, neither small enough to be
influenced by individual topographic features nor large enough to be controlled
by synoptic windflows. Note also that o, the vertical standard deviation, is much
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Figure 6.12 Variations of plume standard deviation in the y and z directions with distance
x from the source. A, B, C, D, E and F are Pasquill stability categories.
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Table 6.7 Equations for the variation of g, and g, with stability class

Pasquill category g,/m g,/m

Open-country

A 0.22x (I + 0.0001x)~%5 0.20x

B 0.16x (1 +0.0001x)795 0.12x

C 0.11x (1 +0.0001x)795 0.08x (I + 0.0002x) %3
D 0.08x (I + 0.0001x)7%5 0.06x (I + 0.0015x)~%>
E 0.06x (1 + 0.0001x)795 0.03x (I + 0.0003x)~"
F 0.04x (1 + 0.0001x)795 0.016x (1+ 0.0003x)~!
Urban

A-B 0.32x (I + 0.0004x) 95 0.024x (I + 0.001x)%>
C 0.22x (1 + 0.0004x) %> 0.20x

D 0.16x (I + 0.0004x) %5 0.14x (1 + 0.0003x) 0%
E-F 0.11x (I + 0.0004x) 95 0.08x (I + 0.0015x)705

more influenced by stability than is oy, the horizontal standard deviation, owing
to the influence of buoyancy forces.

Table 6.7 gives corresponding equations for open-country and urban condi-
tions. The main difference is that the greater surface roughness in built-up areas
generates greater turbulence.

6.3.8 Versions of the Gaussian equation

The full Gaussian equation (6.7) describes the concentration field everywhere
in the free atmosphere due to a point source. More usually, we need to know the
concentration at ground level, or from a ground level source, or directly
downwind of the source. In these cases various simplifying assumptions can be
made.

Ground-level concentration due to an elevated source, bounded by the ground

surface
Set z = 0 everywhere in equation (6.7)
Q y2 H2
x,9,0) = — exp— +
9.7, 0) o0, P 207 203

Ground-level concentration due to an elevated source, bounded by the ground
surface, directly downwind of the source at ground level
Set y = z = 0 everywhere in equation (6.7).

0 —H?
q(x,0,0) = = exp (6.10)

2
0y0, 20
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It can also be shown that the maximum downwind concentration, g, i given by

_ 20 o

Imax = “ieH? o,

6.11)

H
at the distance x,,, for which o, = N

In equation (6.11), e = 2.71828, the base of natural logarithms. First, use the
known value of H to calculate o,, and read off this value on the vertical axis of
Figure 6.12(b). Now move across to the curve corresponding to the known
stability class, and read down to the horizontal axis to find x,,,,. Set this value on
the x-axis of Figure 6.12(a), and read up to the same stability class and across to
the y-axis. This gives the value of oy at xp,,. Finally, use these values of o, and
o, together with Q, u and H, to find ¢,,,, from equation (6.11).

Note that the maximum ground-level concentration is inversely proportional to
the square of the effective release height H, so that building taller chimneys is a
very cost-effective method of reducing ground-level pollution.

Ground-level concentration due to a ground level source, directly downwind of
the source (e.g. bonfire)

Sety=z=H=0

Hence

g0, 0,0) = —2— (6.12)
yOz

Line source. When a continuous series of point sources moves along a line, as
vehicles do along a road, they are equivalent to a continuous line source. If the
x-axis is perpendicular to the road, then there is no variation of concentration in
the y direction, and we have

A / 2 0 2
— Al 6.13
9. 2) T uo, exp|: 20'%] ( )

zZ

where O now has units of kg m~! s~ 1.

6.4 DISPERSION THEORY IN PRACTICE

Do not be misled into thinking that the neat-looking equations given above provide
us with an infallible method of predicting dispersion — they fall well short of this
ideal. Many field measurement programmes have been undertaken to validate both
the plume rise and dispersion equations. A favourite method for evaluating plume
dispersion is to release sulphur hexafluoride (SF¢) into the flue gases where they
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Figure 6.13 A modelled surface of constant concentration downwind of a continuous
release.
Source: Henn, D. S. and Sykes, R. I. (1992) ‘Large-eddy simulation of
dispersion in the convective boundary layer’, Atmospheric Environment
26A(17): 3145-3159.

enter the stack. SF is a passive conservative tracer — it is very stable and there is no
ambient background, so one can be sure that the concentration measured in the
ambient air was emitted from the source under investigation and not from
somewhere else altogether. Alternatively, the sulphur dioxide emissions from major
commercial sources such as power stations have been monitored. The underlying
problem in validation is the large spatial and temporal variability of the plume
concentrations caused by the random nature of atmospheric turbulence. This is
graphically illustrated by Figure 6.13, which is a computer simulation of plume
geometry — the wiggly tube represents a snapshot of a surface of constant
concentration. Dispersion theory must predict the average concentration at a point
in space due to the highly variable exposure of that point to this fluctuating plume.

6.4.1 Worked example of Gaussian dispersion

We will apply the concepts that have been described above to predict the down-
wind ground-level concentration of sulphur dioxide that will be produced from a
chimney of known height. We are given the following information:

Source characteristics

Height 100 m

Internal radius 5 m

Exit speed 20 m s ™!

Exit temperature 80 °C = 353 K

Coal burn = 3000 t day™~!: S content = 1.4%

Environmental conditions
Windspeed at 10 m = 8 ms™!
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Weather — cloudy
Air temperature at stack height = 10 °C = 283 K

Receptor location
6000 m downwind of the source, at ground level on flat terrain.

The data given above have been invented for this example, but are representative
of a medium-sized coal-fired facility. The same Gaussian equations can be
applied to a wide range of possible source configurations and weather conditions.

Step 1. Find the stability category

Use Table 6.3 to find the stability from the environmental conditions. Because
it is windy and cloudy, we have Category D.

Step 2. Calculate oy and o,

Now go to Table 6.7. In open country, with stability category D and x = 6000 m,
we have

g, = 0.08 X 6000 (1 + 0.0001 X 6000) %> = 379 m; and
a, = 0.06 X 6000 (1 + 0.0015 X 6000) %3 = 113 m.

Step 3. Calculate the windspeed at the release height

Use Equation (6.1) to find the windspeed at 100 m. From Table 6.1 for
Category D, p = 0.15. Hence u(100) = 8(100/10)>5 = 11.3 m s™!

Step 4. Calculate the plume rise and effective release height
From

2 8
Fy, = woRg T (Tho—T0),
pO

the buoyancy flux Fy, = 20 X 52 X 9.81 X (353-283)/353 = 973 m* s 3. Following
Section 3.3.1, with Category D and F}, > 55, we use equation (6.6) to find the plume
rise dh. Hence dh = 39 X 973%6/11.3 = 214 mand H = 100 + 214 = 314 m.
Step 5. Calculate the SO, release rate
Coal burn = 3000 t day~!, S content = 1.4%
Sulphur emission = 0.014 X 3000/(24 X 60 X 60) ts™!
=486 X 107%ts 1 =486 X 10>gSs~!
Sulphur dioxide emission = 2 X S emission (because the molecular weight
of SO, is twice that of S) = 9.72 X 10> g s~ 1.

Step 6. Solve the dispersion equation
For ground-level concentration on the plume centre-line, use equation (6.10).

(50,0 = —Z—exp| L
9 b = —_— e
7 oy, *P 202

yvz

with 0 =9.72X10*g s!, u=113m s, 0y =379m, 0, =113m and
H =314 m.
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Hence

9.72 X 10? 3142
q(6000, 0, 0) = [ —}

aX 113 X379 x 113 P "2 x 1132
= (639 X 104 X 0.021
= 13.4 X 10°°gm3 = 13.4 pugm 3 (about 5 ppb)

6.4.2 Predictions for planning purposes

When a new industrial development involving pollutant emissions is proposed,
calculation of pollutant concentrations can become an important component of
the environmental impact assessment. Long-term exposures due to a point source
are determined by accumulating average values for the 8760 hourly means of
wind direction, windspeed, atmospheric stability and other environmental vari-
ables, and then running the dispersion model for each hour. The most important
factor is the wind rose — the proportion of the time for which the wind blows from
each direction (Figure 6.14).

Commonly, the 360° of the compass will be divided up into 16 sectors of 22.5°
or 32 sectors of 11.25°, and the pollutant concentration determined while the
wind is blowing from that sector. The resulting angular distribution is then called
the pollutant rose. Since the statistical distribution of the concentrations follows

Figure 6.14 A typical windrose. The length of the bar shows the proportion of the
time for which the wind was blowing from the sector centred on that
direction.
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a log-normal pattern, the correct description of concentrations is in terms of the
median (the value exceeded for half the time, or 4380 h), together with the 10%
(876 h) and 1% (88 h) exceedances. Very often organisms, including people,
respond to the highest values that occur for the shortest periods, so that this
knowledge of statistical distribution is important for predicting effects.
Measurement of the pollutant rose also suggests attribution of the concentrations
to a particular source. In many areas of the UK, winds come most often from the
south-west to west sector and from the north-east, and this is reflected in the
geographical distribution of concentrations around a source.

Figure 6.15 Annual average contours of ground-level sulphur dioxide concentration pre-
dicted around the PowerGen power station at Ratcliffe-on-Soar. The power
station is the rectangle within the dark circle. The urban area to the north-
east is Nottingham. The contours are at intervals of 0.2 pg m—3.

Source: PowerGen Environment Statement for the Proposed Flue Gas
Desulphurisation Plant, Ratcliffe-on-Soar Power Station, PowerGen, UK.
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Figure 6.15 shows an example of calculations made at the planning stage of a
new Flue Gas Desulphurisation plant being designed for the PowerGen power
station at Ratcliffe-on-Soar, Nottinghamshire, UK. Average dispersion conditions
were calculated for each hour of the year, and a Gaussian model used to calculate
the pollution contours for that hour. All the individual hours were then combined to
give the annual average contours shown. The modelled contours of sulphur dioxide
concentration show one peak to the north-east due to winds from the south-west,
and a second, much lower, peak to the south-west due to the much lower proportion
of wind from the north-east. Other, less obvious, factors also influence
concentrations; for example, windspeed is correlated with wind direction, and
higher windspeeds will usually reduce concentrations.

There may be complications in matching the predicted concentrations to guide-
lines and limit values. For example, the UK air quality standard for SO, specifies a
15-min mean of 266 wg m~3 as the 99.9th percentile (equivalent to no more than
35 exceedances per year), whereas the Chimney Heights Memorandum (which
must be used by Local Authorities to calculate stack heights for planning purposes)
specifies 452 pwg m~3 as a 3-min average. In such cases, empirical factors derived
from more complete data sets can be used to convert. For example, the factor 1.34
is recommended to convert the 99.9th percentile 15-min mean from short stacks to
the 99.9th percentile 1-h mean. Unfortunately the factor itself varies with para-
meters such as stack height, adding another level of uncertainty to the predictions.

6.4.3 Effects of topography

The simplest dispersion theory deals with a source situated in the middle of a flat
plain. Although such sources do exist, most landscapes involve hills of some sort,
and for some landscapes the hills seriously affect dispersion.

Valleys tend to deviate and concentrate the wind flow, so that the average
windspeed is higher than, and the wind blows along the valley for a higher
proportion of the time than, would be expected in the open. There will also be
thermal effects due to differential heating of the valley sides. For example, the
north side of an east-west oriented valley will receive stronger solar radiation dur-
ing the day than the south side. This asymmetry will generate a convective
circulation which involves air rising up the relatively warm northern slope and
descending down the relatively cool southern slope. At night, cool air may
accumulate in the valley floor, producing a stable temperature inversion in which
pollutants emitted from activities on the valley floor (which is where towns, roads
and factories tend to be located) will accumulate.

The actual flow pattern of air over non-uniform terrain is not easy to predict or
measure. For an isolated obstacle, the upwind streamlines are gradually
compressed as the flow approaches the obstacle. At some point near the obstacle,
the flow separates, with a turbulent and possibly recirculating region in the down-
stream wake where the wind direction will be opposite to the initial direction. At
some further distance downstream the flows converge again. The wake region
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must be allowed for in pollutant release calculations; if an emission is released
into such a recirculation zone, it can build up to much higher concentrations than
simple dispersion theory would indicate. Air flow over hilly terrain will involve a
mixture of processes. In smoother areas, the streamlines will follow the contours.
In rougher areas there may be flow separation and turbulent wake formation
under some combinations of wind direction and speed but not under others.

6.4.4 Effects of buildings

It would be unusual for any emission to be released from an isolated chimney, stand-
ing alone in the middle of a flat plain. More often, the chimney will be part of a com-
plex of other buildings which disturb the flow in the boundary layer and change the
dispersion of the chimney gases. The flow patterns are very complex, and only the
main features will be indicated here. Furthermore, the predictions are part-theoret-
ical, part empirical and part based on wind-tunnel studies which often do not reliably
predict full-scale field results. The main features of the disturbed flow for air impin-
ging directly onto the upwind face of a cuboidal building are seen in Figure 6.16.

a stagnation point (SP) where streamlines impinge on the upwind face
a recirculating flow region, separated from the main flow, immediately
downwind of the downstream face. This recirculation may separate from the
top edge of the upwind face, or it may attach to the roof and separate from
the top edge of the downstream face. Concentrations are assumed to be
uniform in this well-mixed region

e adownstream wake where the turbulence is enhanced and the average flow
vector is down toward the ground

e along trail of more structured (i.e. less randomised) vortices downwind.

Figure 6.16 Idealised flow pattern round a cuboidal building. Values are relative wind speeds;
SP = stagnation point; CS = corner stream; VF = vortex flow; L = lee eddy.
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The effects of these disturbances on the dispersion of emissions from the building,
or from nearby sources, depend sensitively on the exact position and characteris-
tics of the source. For example, a weak (in the jet sense) source close to the roof
may be entrained into the recirculation, and thence into the wake, or it may mix
into the wake, or it may avoid both and mix into the undisturbed flow. Variable
proportions of the plume may also experience these histories. If a roof level
emission does not escape the recirculation, then its effective emission height will
be zero. This can clearly have serious consequences for downwind pollution
concentrations.

6.4.5 Recent developments

The Pasquill categorisation scheme was the first method to be widely adopted
for relating plume standard deviation to atmospheric conditions, and has
become the most generally used. Although it has proved its worth in many
trials, it has certainly got important deficiencies. The method works best under
stable and neutral conditions, but tends to fail under the more fluctuating
conditions typical of an unstable atmosphere. In order to improve the pre-
dictions, changes have been made to the model. First, the values of o, and o,
can be derived from fundamental characteristics of turbulence. If we measure
the lateral and vertical components of windspeed (v and w respectively), we
find that there is a normal distribution of speeds above and below the mean.
The widths of these distributions can be characterised by their standard
deviations, o, and o, which can then be related in turn to the standard devia-
tion of the concentration.

The Gaussian model is in widespread use because of its comparative simpli-
city, but it should be clear by now that it can only offer rather coarse
predictions of dispersion in practice. More powerful models have been
developed based on more rigorous turbulence theory. Although a detailed
treatment is beyond the scope of this book, we can see the potential improve-
ments. Figure 6.17 gives an example of how an SF¢ release experiment was
used to test the differences in prediction performance of two dispersion models
used in the US. In each graph, the measured 1-h average concentration c, is
plotted against the concentration predicted by the particular model, c,. The
‘pdf’ model (Figure 6.17(a)) is based on the probability distribution function
describing the relative abundance of convective updraughts and downdraughts
in the advecting plume, while the CRSTER model (Figure 6.17(b)) is a con-
ventional Gaussian dispersion model as described above. In this instance the
pdf model clearly offered improved prediction power over the standard
Gaussian. In particular, the concentration ¢, predicted by the Gaussian model
was zero on a large number of occasions when a concentration was actually
observed (the column of points up the y axis of Figure 6.17(b)). The correlation
coefficient of the pdf model was substantially higher than that of the Gaussian
(r? = 0.34, 0.02 respectively).
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Figure 6.17 Comparisons of measured ground level concentrations with those
predicted by: (a) the ‘pdf model; and (b) a standard Gaussian model.
Source: Weil, J. C,, Sykes, R. I. and Venkatram, A. (1992) ‘Evaluating air-
quality models: review and outlook’, Journal of Applied Meteorology
31(10): 1121-1145.
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6.5 DISPERSION OF VEHICLE EMISSIONS

In Chapter 2, we discussed the complicated set of procedures that has to be
undertaken in order to compile an estimate of vehicle emissions. After these
source strengths (in g m~! s7!, for example) have been calculated, ambient
concentrations can be found from dispersion theory. Away from built-up areas,
for motorways, main roads and other roads in the open, the Gaussian method
described above can be used. There are many implementations of the method in
common use; for example, a model called CALINE was developed in California,
and has evolved into CALINE4. The basic principles are quite straightforward.
An urban network of roads is divided into links, where each link is a straight
length of road having known emission characteristics. That link is treated as a
line source for the calculation of concentrations at receptors (the points at which
a concentration estimate is required). The total concentration at the receptor is
the sum of the contributions due to all the individual links, plus any background
concentration due to the unmapped parts of the area. There are certain features
of the dispersion that are not catered for in the simple Gaussian method. For
example, the effective source is regarded as the roadway itself, after initial
dilution of the exhaust gases by mechanical (wake) and thermal (due to waste
vehicle heat) turbulence. These effects are used to modify the dispersion
parameters such as stability class.

In built-up urban areas, simple Gaussian dispersion theory does not apply — the
sources are often at the bottom of ‘street canyons’ which reduce windspeeds below
the ambient level, especially when the wind direction is almost perpendicular to
that of the road. Under those conditions, a recirculating vortex can keep emissions
confined within the canyon, so that road-level concentrations build up to several
times the values they would have in the open. Several methods of analysis have
been developed for this situation. One example is the Canyon Plume Box (CPB)
model originally developed for the German EPA and subsequently refined by the
US Federal Highway Administration. CPB models the vehicle-induced initial
turbulence, plume transport and dispersion (Gaussian) on the lee side of the
canyon, advective and turbulent exchange at the top of the canyon, pollutant
recirculation, and clean air injection on the downwind side of the canyon.
Allowance can also be made for the effects of canyon porosity — i.e. gaps in the
canyon wall due to intersections, missing buildings or other irregularities.

The UK Meteorological Office has produced a simple model called Assessing
the Environment of Locations In Urban Streets (AEOLIUS) to screen for worst
case conditions in urban areas, on the assumption that the highest concentrations
are produced by only two conditions — wind direction parallel or perpendicular to
the road. As a result of this simplification they were able to reduce the complex
computer modelling to a paper nomogram. First an uncorrected concentration is
calculated for the prevailing windspeed and unit emissions. This is then multi-
plied by four correction factors estimated graphically from values for canyon
height and width, and traffic flow and speed.
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Modelling pollutant concentrations due to vehicles involves calculation of source
strengths for a series of roadlinks, then dispersion in an urban area that usually
consists of a mixture of open and canyon environments. At Nottingham, we
developed a general-purpose suite of vehicle emission and dispersion models, called
SBLINE. SBLINE uses a very detailed evaluation of emissions based on local
measurements (if available) or default estimates. It is crucial to estimate this source
strength as accurately as possible for the particular circumstances, making due
provision for the components of the vehicle fleet (types of vehicle, year of legislation
under which manufactured, or operating mode). If a receptor lies in a canyon, then
CPB is used to find the contribution due to sources on that link, and NOTLINE for
the contributions due to all other links. If the receptor lies on open ground, then
NOTLINE is used throughout. This model has been validated against measured
carbon monoxide concentrations in Leicester, UK. A specific part of Leicester was
chosen within the City’s Urban Traffic Control scheme, so that information on traffic
flow was available. Three continuous carbon monoxide analysers were sited on
London Road. Detailed surveys were carried out to build up profiles of traffic flows,
vehicle age structure (from number plates), vehicle types, and periods spent in
different operational modes. These data were input to SBLINE to predict the CO
concentrations at the three receptor sites. Figure 6.18 shows the capability of the
model in predicting both the average level and temporal variations in CO.

......... Observed
Predicted

CO, ppm
A~

s = = = = =
< < < < < <
@ [19Feb| ~ [20 Feb| ™ [22 Feb| ™~ [28 Feb| ™~ |3 Mar | ™[4 Mar 1995

Time and Date
Figure 6.18 Comparison of the measured and modelled CO concentrations over the

period 19 February—4 March 1995.
Source: A. Namdeo. (Pers. Com.)
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Figure 6.19 Predicted PM,q concentrations around Leeds in 2005.
Source: A. Namdeo. (Pers. Com.)

This approach can be developed into a model of a whole urban area, such as
that shown in Figure 6.19 for Leeds, UK. Having made predictions for 2005 of
the traffic flows on the network of roads around Leeds, and allowing for factors
such as the change in vehicle emission control by then, the variation of PM;,
concentrations across the city has been calculated. This kind of output can then
be used to improve urban planning and meet air quality guidelines.

6.6 RECEPTOR MODELS

Receptor models are used to estimate the contribution of different sources to the
concentration at a location (the receptor) using statistical evaluation of the data
collected at that receptor. This process is called source attribution or source
apportionment. Receptor models have been used most intensively for the
attribution of sources to explain particle concentrations, because the distinctive
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chemical fingerprints of particles enable them to be identified with specific
emissions. In some ways the process is the reverse of dispersion modelling,
because the source is worked out from the concentration, rather than vice versa.
The first step is to collect a large data set of concentration measurements at the
receptor, using as comprehensive analysis as possible. Typically elemental,
organic and gaseous concentrations would be measured, as well as particle
concentration and possibly size distributions. Intensive and sophisticated analyt-
ical methods would often be used, such as X-ray fluorescence, ICP-MS, PIXE
and neutron activation analysis. Certain elemental tracers may be used to identify
sources, such as lead for petrol, but in that case the link needs to be unambigu-
ous. Hydrocarbons such as ethane and propane may be used as tracers for exhaust
or petrol storage tank emissions, PAH for wood combustion and diesel smoke,
toluene for solvents. In chemical mass balance methods, data on chemical
composition of the ambient measurements is related to that of known emissions.
It is assumed that the elements or compounds are not reactive in the atmosphere.
Clearly the chemical and physical characteristics of the measured pollutants
emitted from different potential sources must be different, and those characteris-
tics must be preserved during transit through the atmosphere to the receptor. By
using more powerful statistical methods, such as principal component analysis
(PCA) with multiple linear regression, the sample properties alone can be used to
work out the number of source categories, the chemical composition of their
emissions and their relative contributions to the measured concentrations. This is
necessary if some sources have not been identified or if their emission character-
istics are poorly defined — as with roads.

6.6.1 Chemical mass balance models

Chemical mass balance was the first receptor modelling method developed for
source attribution. It uses two data sets: (1) the chemical composition of the
atmospheric aerosol at a measurement site; and (2) the chemical composition of
the aerosol emitted from the principal sources in the region. The material
collected, for example on a high-volume filter paper, is composed of contributions
from various sources

p
pZEmj(j=1,2,...p)
J

where p is the local aerosol mass concentration, m; is the contribution from source
J, and there are p sources altogether. In practice, there may be some discrete
individual sources if large local ones exist, and other smaller sources will be
lumped and treated collectively as domestic, vehicular etc. It is also normally
assumed that the overall chemical balance of the sources is the same as that at the
receptor — i.e. that there have been no changes due to selective deposition or
gas/particle conversion.
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The concentration p; of the ith chemical component in the aerosol sample is
related to the source contributions by

14
pi = Ecijmj(i = 1,2, .. l’l)
J

where c;;, which is the mass fraction of component i in m1;, is the source concen-
tration matrix, and there are n chemical components. The main task is to invert this
equation to give the source contributions nz;. This could be done by varying the
source contributions to minimise the weighted mean square deviations. The
method has been applied to a wide variety of source attribution problems, from
single point sources to complex urban and regional airsheds and Arctic air quality.

6.7 BOX MODELS

Box models are the simplest ones in use. As the name implies, the principle is to
identify an area of the ground, usually rectangular, as the lower face of a cuboid
which extends upward into the atmosphere. A budget is then made on the box
over a specified timestep, for the pollutant(s) of interest. This budget will involve
the initial contents of the box due to the prevailing pollutant concentration,
emissions into the box from sources, deposition from the box to surfaces,
additions/losses to/from the box due to wind and concentration gradients, and
gains/losses due to chemical reactions. At the end of the timestep, a new average
concentration within the box is calculated, and the process is repeated to track
temporal variation of the pollutant concentration. Spatial variability is calculated
by having a grid of adjacent boxes of appropriate size, and vertical variations by
extending the boxes upwards using the same principles.

6.8 STATISTICAL MODELS

Statistical models do not involve emissions at all. Data on concentrations at a
location are collected, together with data on local factors that might affect those
concentrations. Such factors might include wind direction and speed, solar radi-
ation, air temperature, time of day, day of the week, season. Statistical
correlations are made to suggest what proportion of the variability of the
concentration about the mean value is due to each of the factors. Then if a value
for each of the factors is known, an estimate can be made of the likely
concentration. Because it is based on historical data sets, the prediction assumes
that the influence of the factors on concentration will be the same in the future.
This is likely to be true on a few-day timescale; of course, each new day’s data
set may be input to the model so that any gradual changes in the effects of the
different factors are incorporated.
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Chapter 7

Analysis of an air quality
data set

In this Chapter we will make a detailed analysis of a comprehensive set of air
pollution concentrations and their associated meteorological measurements. I
would like to thank Professor David Fowler and Dr Robert Storeton-West of the
Centre for Ecology and Hydrology (CEH) for their help in supplying the data.
The measurements were taken over the period 1 January-31 December 1993
at an automatic monitoring station operated by CEH at their Bush Estate
research station, Penicuik, Midlothian, Scotland. Three gas analysers provided
measurements of O3z, SO,, NO, and NO,; NO, was obtained as the difference
between NO, and NO. Windspeed, wind direction, air temperature and solar
radiation were measured by a small weather station. The signals from the
instruments were sampled every 5s by a data logger, and hourly average values
calculated and stored.

7.1 THE RAW DATA SET

There were 8760 hours in the year 1993. Hence a full data set would involve 8760
means of each of the nine quantities, or 78 840 data values in all. An initial
inspection of the data set showed that it was incomplete. This is quite normal for
air quality data — there are many reasons for loss of data, such as instrument or
power failures or planned calibration periods. Any missing values have to be
catered for in subsequent data processing. The data availability for this particular
data set is given in Table 7.1.

Many of these lost values were due to random faults and were uniformly dis-
tributed throughout the year. The reliability of gas analysers depends largely on
the simplicity of their design, and the ranking of the analysers in this example is
quite typical. Ozone analysers based on UV absorption are very straightforward
instruments that rarely fail provided that regular servicing is carried out. UV
fluorescence sulphur dioxide analysers are rather more complicated, and NOy
analysers even more so. The lower availability for the nitrogen oxides in this case
was in fact due to an extended period at the start of the year when problems were
being experienced with the analyser.
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Table 7.1 Data availability for the 1993 CEH data set

Measurement Number of hours Percentage of 8760
available
Ozone 8569 97.8
Sulphur dioxide 8251 94.2
Nitric oxide 7010 80.2
Nitrogen oxides 7010 80.2
Nitrogen dioxide 7010 80.2
Windspeed 8443 96.4
Wind direction 8459 96.6
Air temperature 8650 98.7
Solar radiation 8642 98.7

The raw data for gas concentrations, wind speed and wind direction are shown
as time sequences in Figure 7.1. Plotting the data in this form is an excellent rapid
check on whether there are serious outliers (data values lying so far outside
the normal range that they are probably spurious). Differences in the general
trends of the concentrations through the year are also apparent. The O; con-
centration (Figure 7.1(a)) rose to a general peak in April-May before declining
steadily through to November, and the most common values at any time were
around half the maxima of the hourly means. Sulphur dioxide concentrations
(Figure 7.1(b)) were typically much smaller, although the maxima were nearly
as great as for ozone. Typical NO concentrations (Figure 7.1(c)) were low
throughout the year, although the intermittent maxima were higher than for the
other gases. NO, concentrations (Figure 7.1(d)) were high around May and
November, and particularly low in June/July. There were occasions when the
concentrations of any of these gases increased and declined very rapidly — they
appear as vertical lines of points on the time series. Superficially, there does not
appear to be any systematic relationship between the timing of these occasions
for the different gases. The windspeed (Figure 7.1(e)) declined during the first
half of the year and then remained low. The wind direction (Figure 7.1(f)) was
very unevenly distributed, being mainly from around either 200° (just west of
south), or 0° (north).

7.2 PERIOD AVERAGES

The plots shown in Figure 7.1 give an immediate impression of the variations
during the year, but are not of much use for summarising the values — for
comparison with other sites or with legislated standards, for example. We
therefore need to undertake further data processing. The most straightforward
approach is to explore the time variations by averaging the hourly means over
different periods. First, we need to decide how to handle those missing values.
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Figure 7.1 Time series of hourly means for the 1993 CEH data set.
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When we plotted the (nominal) 8760 h means, a few missing values did not have
a big effect on the appearance. As we average over longer periods, the number of
values decreases to 365 daily means, 52 weekly means and only 12 monthly
means, so that the effect of missing values becomes proportionately greater.
Before we start averaging, we must decide on a protocol that includes as much of
the data as possible, but does not create an average value when there is simply not
enough data to justify it. For example, consider the calculation of a daily average
from the 24 individual hourly averages that contribute to it. If one value is
missing, and the sequence of values before and after is varying smoothly, then it
is legitimate to substitute the missing value with the average of the adjacent
values. If the sequence varies erratically, this procedure serves little purpose.
Instead, we can ignore the missing value, and calculate the daily mean as the
average of the remaining 23 h, arguing that the whole day was still well repre-
sented. If only 12 or 8 h remain (as might happen if a faulty instrument was
reinstated in the early afternoon), then this argument loses credibility and the
whole day should be discarded. The same idea can be applied to the calculation
of weekly, monthly and annual averages, with a requirement that, say, 75% of the
contributing values be present if the average is to be calculated. This philosophy
must particularly be adhered to when the data is missing in blocks, so that no
measurements have been taken over significant proportions of the averaging
period. For example, it is clear from Figure 7.1(d) that the annual average NO,
concentration would not include any of January or February, and therefore might
not be representative of the year as a whole.

In Figure 7.2(a—c) the 1993 data for gas concentrations are presented as daily,
weekly and monthly averages respectively. The short-term variations are succes-
sively reduced by the longer averaging periods, and the trends that we originally
estimated from the raw data become clearer.

7.3 ROSES

In Section 6.1.1 we discussed the influence of wind direction on the pollutant
concentration at a point. We have analysed the CEH dataset specifically to
highlight any such dependencies. The 360° of the compass were divided into
16 sectors of 22.5° each. The hourly means taken when the wind was from
each sector were then averaged, and the values plotted in the form shown in
Figure 7.3. These diagrams are known as roses or rosettes. Figure 7.3(a) shows
that the wind direction was usually from between South and South-west, and
Figure 7.3(b) that these were also the winds with the highest average speeds.
Figure 7.3(c) gives the ozone rose for the year — the almost circular pattern is
expected because ozone is formed in the atmosphere on a geographical scale
of tens of km, rather than being emitted from local sources. Hence the
concentration should be relatively free of directional dependence. Sulphur
dioxide, on the other hand, is a primary pollutant which will influence

© 2002 Jeremy Colls



a) | N
) N 2000 NNE b)
MW, 1500 | NE
« 1000 |
WNW ) 0g0 . ENE
E
- ESE
+SE
LSSE
i _ . 5 gne of
Wind direction rose hours
N
c Nnw, 40 NNE d
NW 30, NE
{i]
WHW ENE
W E
WSW ESE
W SE
SSW SSE
s
Ozone rose
e) f)

NO rose

Figure 7.3 Direction roses of wind frequency, wind speed and pollutant gas
concentration

concentrations downwind of specific sources. Figure 7.3(d) indicates possible
sources to the North, South-east and West-north-west of the measurement site.
Concentrations from the sector between South and South-west — the predomi-
nant wind direction — are the lowest. The roses for NO (Figure 7.3(e)) and NO,
(Figure 7.3(f)) are not so well defined. These gases are both primary pollutants
(dominated by NO) and secondary pollutants (dominated by NO,). Hence we
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can see both patterns of directional dependence, with NO behaving more like
SO,, and NO, more like Oj.

Figure 7.4 shows the location of the monitoring site in relation to local
topographical features and pollution sources, knowledge of which can help to
understand the pollution data. Two factors strongly influence the wind rose — the
Pentland Hills run north-east-south-west, and the Firth of Forth estuary
generates north—south sea breezes. The combined effect of both factors produces
the strongly south to south-west wind rose which was seen in Figure 7.3(a). The
main sources responsible for the primary pollutants are urban areas and roads.
The city of Edinburgh, which lies 10 km to the north, generates the northerly
SO, peak seen on Figure 7.3(d). Although the small town of Penicuik lies close
to the south, there is apparently no SO, peak from that direction, nor is there an
identifiable source responsible for the south-east SO, peak. Detailed inter-
pretation of such data cannot be made without a detailed source inventory, since
weak low sources close to the monitor can produce similar signals to those from
stronger higher more distant sources.

Firth of Forth

Measurement

Site
Penicuik
3

Figure 7.4 The topography, urban areas and roads around the CEH measurement
site at Penicuik.
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7.4 DIURNAL VARIATIONS

Another way of gaining insight into pollutant occurrence is to average the con-
centrations according to the hour of the day. We must be careful, though, to allow
for the ways in which the characteristics of the days themselves change during the
year. In Figures 7.5 and 7.6, we have carried out diurnal analyses for the months
of June and December respectively.

In June, the period of daylight is long and the peak solar radiation
high (Figure 7.5(a)). The air temperature is warm (Figure 7.5(b)) and shows a
pronounced afternoon increase in response to the solar radiation. Average
windspeeds are low, with convective winds increasing during daylight
hours (Figure 7.5(c)). The ozone concentration (Figure 7.5(e)) shows a
background level of about 23 ppb, with photochemical production increasing
this concentration to a peak of 30 ppb at around 1600. The diurnal variation of
SO, (Figure 7.5(f)) is quite different — there are sharp peaks centred on 1000 and
1700 which result from local emissions, and no clear dependence on solar
radiation. As with the pollutant roses, the diurnal variations of NO and NO, are
a blend of these two behaviours.

Figure 7.6(a—h) show the corresponding variations during December. Now,
the days are short and solar energy input is a minimum. Air temperatures are low
and barely respond to the sun, windspeeds are higher and almost constant through
the day. As a consequence of these changes, ozone shows no photochemical
production in the afternoon. Somewhat surprisingly, SO, has lost all trace of
the 1000 and 1700 spikes, although these remain very clear for NO. The pattern
for NO, is very similar in December and June.

7.5 SHORT-TERM EVENTS

So far in this chapter, we have grouped data in different ways specifically to
smooth out short-term variations and clarify patterns. We can also benefit from
a detailed look at shorter periods of measurements. In Figure 7.7 are shown the
time series for one particular period of 300 h (between 4100 and 4400 h, or
roughly from the 20 June to the 3 July). The wind direction was generally
southerly, except for two periods of about 50 h each when it swung to the north
and back several times. When the wind direction changed, there were bursts of
higher concentrations of NO, NO, and SO,, and the O; background concentra-
tion was disturbed. These changes were probably associated with emissions
from a local source that was only upwind of the measurement site when the wind
was from one particular narrow range of directions. This would not only bring
the primary pollutants, but also excess NO to react with the O; and reduce the
concentration of the latter.
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