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CHAPTER 1

Introduction

Angela R. McLean and Robert M. May

In this introductory chapter, we indicate the aims

and structure of this book. We also indicate some

of the ways in which the book is not synoptic in its

coverage, but rather offers an interlinked account

of some major developments in our understand-

ing of the dynamics of ecological systems, from

populations to communities, along with practical

applications to important problems.

Ecology is ayoung science.Theword ecology itself

was coined not much more than 100 years ago, and

the oldest professional society, the British Ecological

Society, is less than a century old. Arguably the first

published work on ecology was Gilbert White’s The

Natural History of Selborne. This book, published in

1789, was ahead of its time in seeing plants and

animals not as individual objects of wonder—things

to be assembled in a cabinet of curiosities—but as

parts of a communityof livingorganisms, interacting

with the environment, other organisms, and

humans. The book has notmerely remained in print,

but has run steadily through well over 200 editions

and translations, to attain the status of the fourth

most published book (in the sense of separate edi-

tions) in the English language. The following excerpt

captures White’s blend of detailed observation and

concern for basic questions.

Among the many singularities attending those amusing

birds, the swifts, I am now confirmed in the opinion that

we have every year the same number of pairs invariably;

at least, the result of my inquiry has been exactly the same

for a long time past. The swallows and martins are so

numerous, and so widely distributed over the village, that

it is hardly possible to recount them; while the swifts,

though they do not all build in the church, yet so fre-

quently haunt it, and play and rendezvous round it, that

they are easily enumerated. The number that I constantly

find are eight pairs, about half of which reside in the

church, and the rest in some of the lowest and meanest

thatched cottages. Now, as these eight pairs—allowance

being made for accidents—breed yearly eight pairs more,

what becomes annually of this increase? and what

determines every spring, which pairs shall visit us, and

re-occupy their ancient haunts?

This passage is unusual in giving quantitative

information about the population of swifts in Sel-

borne two centuries ago, a small exception to the

almost universal absence of population records

going back more than a few decades. It is even

more remarkable for its clear articulation of the

central question of population biology: what reg-

ulates populations? Interestingly, the swift popu-

lation of Selborne these days is steadily around 12

pairs, which in ecological terms is not much dif-

ferent from eight, even though much of their

environment has changed—entries to the church

tower all wired-off to keep out squirrels, and the

gentrified cottages no longer low and mean with

their thatch, when it remains, neatly wired down

(Lawton and May, 1983). Interpreted generously,

these population data on Selborne’s swifts could

be seen as one of ecology’s longest time series, so it

is sobering to realize there is still no agreed

explanation of what actually regulates the swifts’

numbers.

Moving on from Gilbert White, the first half of

the twentieth century saw some more explicitly

mathematical models aimed at understanding the

dynamical behaviour of populations. Notable

examples include Ross’ work on malaria, with its

first introduction of the basic reproductive num-

ber, R0, discussed in later chapters of this book,

and Lotka and Volterra’s indication of the inher-

ently oscillatory properties of prey–predator sys-

tems. Despite this, ecology seems to us to have

1



remained a largely observational and descriptive

subject up to the decade of the 1960s. Witness

two of the most influential texts of that time:

Andrewartha and Birch (1954), an excellent book

but explicitly antithetic to theory in the form of

anything resembling a mathematical model;

Odum (1953), arguably foreshadowing aspects of

‘systems ecology’ with its insightful focus on

patterns of energy flow in ecosystems, but with

the emphasis descriptive rather than conceptual.

For evolutionary studies as well as for ecological

ones, we think the 1960s saw a change in the zeit-

geist. For evolution, much of the stimulus derived

from Bill Hamilton’s conceptual advances. For

ecology, it was the reframing by Evelyn Hutchinson

(1965) and his student Robert McArthur (1972; see

also MacArthur and Wilson, 1967) of old questions

in more explicitly analytic ways; one could perhaps

say, rephrasing them in the idiom of theoretical

physics. How similar can species be, yet persist

together? What tends to govern the number of

species we see on an island, and how does this

number depend on the size and isolation of the

island? Gilbert White’s question of population

abundance was revisited—and expanded beyond

the sterile controversies of the 1950s about whether

populations typically are governed by tight density

dependence or fluctuate greatly under the influence

of environmental factors—to ask the more precise

dynamical question of why do some populations

remain relatively steady, others show regular

cycles, and yet others fluctuate wildly? Given the

observed patterns of relative abundance of the

different species in particular communities, what

are the underlying causes? What is the relation

between the complexity of a food web (variously

defined) and its ability to withstand disturbance,

natural or human created?

These more deliberately conceptual or theoret-

ical approaches differed from early work, in our

view, in that they went beyond the codification of

descriptive material, and the search for patterns

within such codification, to ask questions about

underlying mechanisms. To ask questions about

why, rather than what. Mathematics enters into

such studies, essentially as a tool for thinking

clearly. In pursuing a ‘why’ or ‘what if’ question

about a complicated situation, it can be helpful to

ask whether particular factors may be more

important than others, and to see if such insight or

guesswork does indeed provide testable explana-

tions. Mathematical models can be precise tools for

doing this, helping us to make our assumptions

explicit and unambiguous, and to explore ‘ima-

ginary worlds’ as metaphors for such hypothetical

simplicity underlying apparent complexity. The

1970s saw much activity of this kind in ecological

research, helped in part by basic advances in our

understanding of nonlinear dynamical systems

and by the advent of increasingly powerful and

user-friendly computers.

In particular, the phenomenon of deterministic

chaos received wide recognition in the 1970s. The

finding that very simple and purely deterministic

laws or equations can give rise to dynamical

behaviour that not merely looks like random noise,

but is so sensitive to initial conditions that long-

term prediction is effectively impossible, has huge

implications. It ends the Newtonian dream that if

the system is simple (very few variables) and

orderly (the rules and parameters exactly known),

then the future is predictable. The ‘law’ can be

as trivial as x(tþ 1)¼ lx(t) exp[� x(t)], with l a

known and unvarying constant, but if l is big

enough then an error of one part in one million in

the initial estimate of x(0) will end up producing a

completely wrong prediction within a dozen or so

time steps. Interestingly, it is often thought that

chaotic phenomena found applications in ecology

after others had developed the subject. In fact, one

of the two streams which brought chaos centre

stage in the 1970s derived directly from ecological

research on models for a single population

with discrete, non-overlapping generations. These

models were first-order difference equations; the

other strand was Lorenz’s metaphor for convect-

ive phenomena in meteorology, involving more

complex—although still relatively simple—three-

dimensional differential equations.

Advances in computing have also been of great

help in all areas of ecology: statistical design of

experiments; collecting and processing data; and,

coming to the present book, developing and

exploring mathematical models for both simple

and complicated ecological systems. There are,

however, some associated dangers, which deserve
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passing mention. The understanding derived from

computer studies of complicated models can

sometimes be substantially less complete than that

gained from the analytic methods of classical

applied mathematics and theoretical physics. The

early days of computers—mechanical calcula-

tors—saw them used by theoretical physicists

in conjunction with analytic approximations, to

explore previously intractable problems. The

result, however, was that at every step there was

preserved an intuitive understanding of the rela-

tion between the underlying assumptions and the

results. In contrast, many scientists who today use

computers to explore increasingly complex math-

ematical models have little formal background in

mathematics, or have forgotten what they were

once taught. Most of this work is interesting and

excellent. But, absent any degree of intuitive

understanding of how the input assumptions

about the system’s biology relate to the consequent

output, we need to be wary (May, 2004). Too often,

an ‘emergent phenomenon’ means little more than

‘I’ve no clue what is going on, but it looks kinda

interesting’. Happily, there are very few examples

of this in ecology. More particularly, throughout

the present book we aim, wherever possible, to

provide intuitive understanding of the lessons

learned from mathematical models.

Be all this as it may, there has been a marked rise

in theoretical ecology as a distinct sub-discipline

over the past three decades or so. Many of the

practitioners are not to be found in the field or

laboratory; a greater number, however, find their

experimental contributions in field and/or lab-

oratory to be inextricably interwoven with their

theoretical and mathematical contributions. Ecol-

ogy has come a long way from the 1970s, when a

few empirical ecologists resented outsiders, who

had not paid their dues of years of toil in the field,

presuming to mathematize their problems (often

sweeping aside arguably irrelevant, but certainly

beloved, details in the process). Others perhaps

welcomed the intrusion too uncritically.

The end result, however, is seen clearly by com-

paring today’s leading ecology texts with those of

the 1950s and 1960s. In the latter, you will find very

few equations. Today, in contrast, you will find a

balanced blend of observation, field and laboratory

experiments, and theory expressed in mathematical

terms. The comparison, for example, between the

first edition of Begon, Townsend and Harper (1986)

and the earlier Andrewartha and Birch (1954) or

Odum (1953) is pronounced. We think this marks a

maturation of the subject, although there undeni-

ably remain large and important areas where there

are still more questions than answers.

1.1 This book and its predecessors

This book (TEIII) is essentially a greatly transmo-

grified version of one first published in 1976 (TEI),

and followed with substantial changes in 1981

(TEII; this was not a perfunctory update, but had

three chapters completely re-written by different

authors, two new chapters added, and all others

revised; TEI’s 14 chapters involved 11 authors,

TEII’s 16 chapters had 13 authors, of whom nine

were from TEI). This new version, 25 years on, has

15 chapters by 23 authors, only three of whom are

veterans of TEII.

Like the previous two, this book is not a basic

undergraduate ecology text, but equally it is not a

technical tome for the front-line specialist in one or

other aspect of theoretical ecology. Rather, the book

is aimed at upper-level undergraduate, post-

graduate, and postdoctoral students, and ecological

researchers interested in broadening aspects of the

courses they teach, or indeed of their own work. As

such, we think it fair to claim that TEI and TEII in

their own time played a part in the above-men-

tioned transition in the general subject of ecology,

where earlier texts, in which mathematical content

was essentially absent, contrast markedly with

today’s, where theoretical approaches—sometimes

explicitly mathematical and sometimes not—play

an important part, although no more than a part, of

the presentation of the subject. Some of our

acquaintances, indeed, still use the earlier volumes

as supplements to their undergraduate courses.

TEII, although out of print, still trades actively on

the online bookseller Amazon.

This book, on the other hand, differs from the

previous two by virtue of these changes in how the

subject of ecology is defined and taught. Much of

the material in TEI and TEII would now, 25 years

and more on, be seen as a routine part of any basic
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ecology text. Other bits, of course, are just out of

date, overtaken by later advances.

One essential similarity with its predecessors is

that the present book does not aim at synoptic

coverage. Instead, it attempts first (in Chapters

2–9) to give an account of some of the basic prin-

ciples that govern the structure, function, and

temporal and spatial dynamics of populations and

communities. These chapters are not tidily kept to

uniform length; we think the dynamics of plant

populations have probably received less attention

than those of animal populations, and so have

encouraged the authors in this area to go into

somewhat greater detail. Conversely, we recognise

that there are important and interesting areas of

theoretical ecology—aspects of macroecology, or

energy flows in ecosystems, for example—which

are not covered here. By the same token, the

‘applied’ chapters are a selection from the larger

universe of interesting and illuminating possibi-

lities. In short, advances over the past quarter

century have seen significant growth in field and

laboratory studies, along with major theoretical

advances and practical applications. Any book on

‘theoretical ecology’ simply has much more

ground to cover—many more subdisciplines and

specialized areas—than was the case for TEII. The

result is inevitably that the present book has more

gaps and omissions than its predecessors; inclu-

sions and exclusions are bound to be more quirky.

A charitable interpretation would be that, just as

the gates to Japanese temples, tori, have deliberate

imperfections to avoid angering the gods, so too

we have avoided the sublime. The real reason is a

mixture of our own interests, and a feeling that

enough is enough.

1.2 What is in the book

Previous editions of this text began with a chapter

on the evolutionary forces which shape the behav-

iour of individuals on a stage set by specific

environmental and ecological factors, and then

show how such individual behaviour ultimately

determines the demographic parameters—density-

dependent birth and death rates, movement

patterns, and so on—governing the population’s

behaviour in space and over time.

The past three decades have seen extraordinary

advances in our understanding of the behavioural

ecology and life-history strategies of individuals

(e.g. Krebs and Davies, 1993). On the one hand,

this is a formidable field to cover concisely, but on

the other hand, only in a relatively few corners does

this work deal directly with deducing the overall

dynamics of a population from the behavioural

ecology of its constituent individuals. There are

some interesting examples of phenomena whose

understanding unavoidably requires bringing the

two together—for instance, odd aspects of brood

parasitism where you cannot understand the

population dynamics without understanding the

evolution of individual’s behaviour, and conversely

(Nee andMay, 1993)—but they are few, and seem to

have evoked little interest so far. A good review of

some other open questions at the interface between

natural selection and population dynamics is by

Saccheri and Hanski (2006). Resource managers get

by, and seem to be content, with treating the para-

meters in population models as phenomenological

constants, fitted to data.

One really big problem, however, which is in

many ways as puzzling today as it was to Darwin,

is how large aggregations of cooperating indivi-

duals (where group benefits are attained for a

relatively small cost to participating individuals,

but where the whole thing is vulnerable to cheats

who take the benefits without paying the cost) can

evolve and maintain themselves. Relatively early

work by Hamilton and Trivers pointed the way to

a solution of this problem for small groups of

closely related individuals. But much of this work

is so restricted as to defy application to large

aggregations of human or other animals. The past

few years have, however, seen a diverse array of

significant advances in this area, and we thought it

would be better to begin with a definitive review

of this underpinning topic, which is still wide open

to further advances. Hence Chapter 2, How popu-

lations cohere: five rules for cooperation.

1.2.1 Basic ecological principles

The next two chapters deal with single popula-

tions. In Chapter 3 Coulson and Godfray distil the

essence of several recent monographic treatments
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of one or other aspect, to discuss how density-

dependent or nonlinear effects, interacting to var-

ious degrees with demographic and environmental

stochasticity, can result in relatively steady, or

cyclic, or erratically fluctuating population

dynamics. They also sketch progress that has been

made in looking at the ‘flipside of chaos’, namely

the question of whether, when we see apparently

noisy time series, we are looking at ‘environmental

and other noise’ or a deterministic but chaotic sig-

nal. This survey is woven together with illustrative

accounts of field studies and laboratory experi-

ments. In Chapter 4 Nee widens the discussion of

population dynamics to look at some of the com-

plications which arise when a single population is

spatially distributed over many patches. Fore-

shadowing later chapters on conservation biology

and on infectious diseases, he emphasizes that you

do not have to destroy all of a population’s habitat

to extinguish it. Widening the survey to include two

populations interacting as competitors, predator–

prey or mutualists, Nee further indicates other

aspects of the dynamics of such so-called meta-

populations which may seem counter-intuitive.

The next three chapters expand on interacting

populations. Bonsall and Hassell first survey the

dynamical behaviour of prey–predator interac-

tions. This chapter takes for granted some of the

by-now familiar material presented in TEII, giving

more attention to the way spatial complexities

contribute to the persistence of such associations

(and also noting that such spatial heterogeneity

can even be generated by the nonlinear nature of

the interactions themselves, even in an homo-

geneous substrate). Crawley gives an overview of

the dynamics of plant populations, interpreting

‘plants’ broadly to emphasize the range of differ-

ent considerations which arise as we move from

diatoms to trees. This chapter also discusses plant–

herbivore interactions as an important special case

of predators and prey. Competitive interactions

are discussed by Tilman in Chapter 7, drawing

together theoretical advances with long-term and

other field studies.

Chapters 8 and 9 deal with the theoretical ecol-

ogy of communities. Ives’ chapter might have

been called Complexity and stability in the 1970s

(not Diversity and stability; diversity was not a

much-used term then—the word diversity does not

appear in the index toMay’s Stability and Complexity

in Model Ecosystems (1973a), and although it does

appear in the indexes for TEI and TEII, it clearly

means simply numbers of species). Ives carefully

enumerates the varied interpretations which have

been placed on the terms complexity/diversity and

stability. He goes on to give a thumbnail sketch of

the way ideas have evolved in this area, guided by

empirical and theoretical advances, and concludes

by presenting models which illustrate how the

answers to questions about community dynamics

can depend on precisely how the questions are

framed. In Chapter 9 May, Crawley, and Sugihara

survey a range of recent work on ‘community pat-

terns’: the relative abundance of species; species–

area relations; the network structure of food webs;

and other things. This survey, which in places is a

bit telegraphic, seeks to outline both the underlying

observations and the suggested theoretical expla-

nations, including null models (old and new) and

scaling laws.

1.2.2 Applications to practical problems

The next five chapters turn to particular applica-

tions of these theoretical advances. Grenfell and

Keeling (Chapter 10) deal with the dynamics

and control of infectious diseases of both hum-

ans and other animals. They begin by explaining

how basic aspects of predator–prey theory apply

here, with particular emphasis on the infection’s

basic reproductive number, R0. Recent applica-

tions to the outbreak of foot-and-mouth disease

among livestock in the UK are discussed in some

detail, although other examples could equally

well have been chosen (HIV/AIDS, SARS, H5N1

avian flu). Grenfell and Keeling emphasize the

essential interplay between massively detailed

computations (the foot-and-mouth disease out-

break was modelled at the level of every farm in

Britain, an extreme example of an individual-level

approach to a population-level phenomenon) and

basic dynamical understanding of what is going

on, based on simple models.

In Chapter 11 Beddington and Kirkwood give an

account of the ecology of fisheries and their prac-

tical management. This chapter explains how the

I N T RODUC T I ON 5



dynamics of fish populations—as single species or

in multispecies communities—interacts with prac-

tical policy options (quotas, tariffs, licenses, etc.),

in ways which can be complicated and sometimes

counter-intuitive. This is an area in which science-

based advice can be in conflict with political

considerations, sometimes in ways which have

interesting resonance with the problems discussed

in Nowak and Sigmund’s opening chapter on the

evolution of cooperation. In passing, we observe

that a vast amount of interesting ecological data,

and also of excellent theoretical work, is to be

found in the grey literature associated with the

work of bodies like the International Council for

the Exploration of the Seas (ICES) or the Scientific

Committee of the International Whaling Commis-

sion (IWC); it is unfortunate that too little of this

makes its way into mainstream ecological meet-

ings and scientific journals. We think Chapter 11 is

particularly interesting for the way it reaches into

this grey literature.

The term Doubly Green Revolution was coined

by Gordon Conway, one of the three continuing

authors from TEII (along with Hassell and May).

Here, in Chapter 12, he surveys the triumphs and

problems of the earlier Green Revolution, which

has doubled global food production on only 10%

additional land area over the past 30 years or so.

Looking to the future, he suggests how new tech-

nologies offer the potential to feed tomorrow’s

population, and to do so in a way where crops are

adapted to their environment (as distinct from past

practice, where too often the environment was

wrenched to serve the crops by fossil-fuel energy

subsidies). Conway stresses that engagement and

empowerment of local people is essential if this

Doubly Green Revolution is to be realized, which

again harks back to Nowak and Sigmund.

Chapter 13 by Dobson, Turner, and Wilcove

deals directly with conservation biology, survey-

ing some of the factors which threaten species with

extinction, indicating possible remedial actions,

but also noting some of the economic and political

realities that can impede effective action. Chapter

14, on Climate Change and Conservation Biology, by

Kerr and Kharouba, amplifies one particularly

important threat to the survival of species, namely

the effects that climate change are likely to have on

species’ habitats and ranges.

The concluding Chapter 15 offers a selective and

opinionated review of some of the major environ-

mental threats that loom for us and other species

over the coming few centuries. The emphasis is on

issues where ecological knowledge can provide a

guide to appropriate action, or to areas where

current lack of ecological understanding is a han-

dicap. One thing is sure: the future for other living

things on planet Earth, not just humans, depends

on our understanding and managing ecosystems

better than we have been doing recently.
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CHAPTER 2

How populations cohere: five
rules for cooperation

Martin A. Nowak and Karl Sigmund

Subsequent chapters in this volume deal with

populations as dynamic entities in time and space.

Populations are, of course, made up of individuals,

and the parameters which characterize aggregate

behavior—population growth rate and so on—

ultimately derive from the behavioral ecology and

life-history strategies of these constituent indivi-

duals. In evolutionary terms, the properties

of populations can only be understood in terms

of individuals, which comes down to studying

how life-history choices (and consequent gene-

frequency distributions) are shaped by environ-

mental forces.

Many important aspects of group behavior—

from alarm calls of birds and mammals to the

complex institutions that have enabled human

societies to flourish—pose problems of how coopera-

tive behavior can evolve and be maintained. The

puzzle was emphasized by Darwin, and remains

the subject of active research today.

In this book, we leave the large subject of indi-

vidual organisms’ behavioral ecology and life-

history choices to texts in that field (e.g. Krebs and

Davies, 1997). Instead, we lead with a survey of

work, much of it very recent, on five different

kinds of mechanism whereby cooperative behavior

may be maintained in a population, despite the

inherent difficulty that cheats may prosper by

enjoying the benefits of cooperation without pay-

ing the associated costs.

Cooperation means that a donor pays a cost, c,

for a recipient to get a benefit, b. In evolutionary

biology, cost and benefit are measured in terms of

fitness. While mutation and selection represent the

main forces of evolutionary dynamics, cooperation

is a fundamental principle that is required for

every level of biological organization. Individual

cells rely on cooperation among their components.

Multicellular organisms exist because of coopera-

tion among their cells. Social insects are masters of

cooperation. Most aspects of human society are

based on mechanisms that promote cooperation.

Whenever evolution constructs something entirely

new (such as multicellularity or human language),

cooperation is needed. Evolutionary construction

is based on cooperation.

The five rules for cooperation which we examine

in this chapter are: kin selection, direct reciprocity,

indirect reciprocity, graph selection, and group

selection. Each of these can promote cooperation if

specific conditions are fulfilled.

2.1 Kin selection

The heated conversation took place in an unheated

British pub over some pints of warm bitter. Sud-

denly J.B.S. Haldane remarked, ‘I will jump into

the river to save two brothers or eight cousins.’

The founding father of population genetics and

dedicated communist in his spare time never

bothered to develop this insight any further. The

witness of the revelation was Haldane’s eager

pupil, the young John Maynard Smith. But given

John’s high regard for entertaining stories and

good beer, can we trust his memory?

The insight that Haldane might have had in the

pub was precisely formulated by William Hamilton.

He wrote a PhD thesis on this topic, submitted a

long paper to the Journal of Theoretical Biology, and

spent much of the next decade in the Brazilian
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jungle. This was one of the most important papers

in evolutionary biology in the second half of the

twentieth century (Hamilton, 1964a, 1964b). The

theory was termed kin selection by Maynard Smith

(1964). The crucial equation is the following.

Cooperation among relatives can be favored by

natural selection if the coefficient of genetic relat-

edness, r, between the donor and the recipient

exceeds the cost/benefit ratio of the altruistic act:

r> c=b ð2:1Þ

Kin-selection theory has been tested in numerous

experimental studies. Indeed, many cooperative

acts among animals occur between close kin

(Frank, 1998; Hamilton, 1998). The exact relation-

ship between kin selection and other mechanisms

such as group selection and spatial reciprocity,

however, remains unclear. A recent study even

suggests that much of cooperation in social insects

is due to group selection rather than kin selection

(Wilson and Hölldobler, 2005). Note that kin

selection is more likely to work in quite small

groups; in large groups, unless highly inbred, the

average value of r will be tiny.

2.2 Direct reciprocity

In 1971, Robert Trivers published a landmark

paper entitled ‘The evolution of reciprocal altru-

ism’ (Trivers, 1971). Trivers analyzed the question

how natural selection could lead to cooperation

between unrelated individuals. He discusses three

biological examples: cleaning symbiosis in fish,

warning calls in birds, and human interactions.

Trivers cites Luce and Raiffa (1957) and Rapoport

and Chammah (1965) for the Prisoner’s Dilemma,

which is a game where two players have the

option to cooperate or to defect. If both cooperate

they receive the reward, R. If both defect they

receive the punishment, P. If one cooperates and

the other defects, then the cooperator receives the

sucker’s payoff, S, while the defector receives the

temptation, T. The Prisoner’s Dilemma is defined

by the ranking T>R>P> S.

Would you cooperate or defect? Assuming the

other person will cooperate it is better to defect,

because T>R. Assuming the other person will

defect it is also better to defect, because P> S.

Hence, no matter what the other person will do it

is best to defect. If both players analyze the game

in this rational way then they will end up defect-

ing. The dilemma is that they both could have

received a higher payoff if they had chosen to

cooperate. But cooperation is irrational.

We can also imagine a population of cooperators

and defectors and assume that the payoff for each

player is determined by many random interactions

with others. Let x denote the frequency of coopera-

tors and 1� x the frequency of defectors. The

expected payoff for a cooperator is fC¼Rxþ
S(1� x). The expected payoff for a defector is

fD¼TxþP(1� x). Therefore, for any x, defectors

have a higher payoff than cooperators. In evolu-

tionary game theory, payoff is interpreted as fit-

ness. Successful strategies reproduce faster and

outcompete less successful ones. Reproduction can

be cultural or genetic. In the non-repeated Pris-

oner’s Dilemma, in a well-mixed population,

defectors outcompete cooperators. Natural selec-

tion favors defectors.

Cooperation becomes an option if the game is

repeated. Suppose there are m rounds. Let us

compare two strategies, always defect (ALLD),

and GRIM, which cooperates on the first move,

then cooperates as long as the opponent coopera-

tes, but permanently switches to defection if the

opponent defects once. The expected payoff for

GRIM versus GRIM is nR. The expected payoff for

ALLD versus GRIM is Tþ (m� 1)P. If nR>Tþ
(m� 1)P then ALLD cannot spread in a GRIM

population when rare. This is an argument of

evolutionary stability. Interestingly, Trivers (1971)

quotes ‘Hamilton (pers. commun.)’ for this idea.

A small problem with the above analysis is that

given a known number of rounds it is best to

defect in the last round and by backwards induc-

tion it is also best to defect in the penultimate

round and so on. Therefore, it is more natural to

consider a repeated game with a probability w of

having another round. In this case, the expected

number of rounds is 1/(1�w), and GRIM is stable

against invasion by ALLD provided w> (T�R)/

(T�P).

We can also formulate the Prisoner’s Dilemma

as follows. The cooperator helps at a cost, c, and
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the other individual receives a benefit, b. Defectors

do not help. Therefore we have T¼ b, R¼ b� c,

P¼ 0, and S¼ � c. The family of games that is

described by the parameters b and c is a subset of

all possible Prisoner’s Dilemma games as long as

b> c. For the repeated Prisoner’s Dilemma, we find

that ALLD cannot invade GRIM if

w> c=b ð2:2Þ

The probability of having another round must

exceed the cost/benefit ratio of the altruistic act

(Axelrod and Hamilton, 1981; Axelrod, 1984).

Notice, however, the implicit assumption here that

the payoff for future rounds is not discounted (i.e.

distant benefits count as much as present ones). In

evolutionary reality, this is unlikely. We can

address this by incorporating an appropriate dis-

count factor in w (May, 1987), but note, from eqn 2,

that this makes cooperation less likely.

Thus, the repeated Prisoner’s Dilemma allows

cooperation, but the question arises: what is a good

strategy for playing this game? This question was

posed by the political scientist, Robert Axelrod. In

1979, he decided to conduct a tournament of

computer programs playing the repeated Prisoner’s

Dilemma. He received 14 entries, of which the

surprise winner was tit-for-tat (TFT), the simplest

of all strategies that were submitted. TFT coopera-

tes in the first move, and then does whatever

the opponent did in the previous round. TFT

cooperates if you cooperate, TFT defects if you

defect. It was submitted by the game theorist

Anatol Rapoport (who is also the co-author of the

book Prisoner’s Dilemma; Rapoport and Chammah,

1965). Axelrod analyzed the events of the tourna-

ment, published a detailed account and invited

people to submit strategies for a second cham-

pionship. This time he received 63 entries. John

Maynard Smith submitted tit-for-two-tats, a var-

iant of TFT which defects only after the opponent

has defected twice in a row. Only one person,

Rapoport, submitted TFT, and it won again. At this

time, TFT was considered to be the undisputed

champion in the heroic world of the repeated

Prisoner’s Dilemma.

But one weakness became apparent very soon

(Molander, 1985). TFT cannot correct mistakes.

The tournaments were conducted without strategic

noise. In a real world, trembling hands and fuzzy

minds cause erroneous moves. If two TFT players

interact with each other, a single mistake leads

to a long sequence of alternating defection and

cooperation. In the long run two TFT players get

the same low payoff as two players who flip coins

for every move in order to decide whether to

cooperate or to defect. Errors destroy TFT.

Our own investigations in this area began after

reading a News and Views article in Nature where

the author made three important points: first, he

often leaves university meetings with a renewed

appreciation for the problem of how natural

selection can favor cooperative acts given that

selfish individuals gain from cheating; second,

strategies in the repeated Prisoner’s Dilemma

should not be error-free but subjected to noise;

third, evolutionary stability should be tested not

against single invaders but against heterogeneous

ensembles of invaders (May, 1987). This was the

motivation for the following work.

In 1989, we conducted evolutionary tourna-

ments. Instead of inviting experts to submit pro-

grams, we asked mutation and selection to explore

(some portion of) the strategy space of the repe-

ated Prisoner’s Dilemma in the presence of noise.

The initial random ensemble of strategies was

quickly dominated by ALLD. If the opposition is

random, it is best to defect. A large portion of the

population began to adopt the ALLD strategy and

everything seemed lost. But after some time, a

small cluster of players adopted a strategy very

close to TFT. If this cluster is sufficiently large,

then it can increase in abundance, and the entire

population swings from ALLD to TFT. Reciprocity

(and therefore cooperation) has emerged. We can

show that TFT is the best catalyst for the emer-

gence of cooperation. But TFT’s moment of glory

was brief and fleeting. In all cases, TFT was rapidly

replaced by another strategy. On close inspection,

this strategy turned out to be generous tit-for-tat

(GTFT), which always cooperates if the opponent

has cooperated on the previous move, but some-

times (probabilistically) even cooperates when the

opponent has defected. Natural selection had dis-

covered forgiveness (Nowak and Sigmund, 1992).
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After many generations, however, GTFT is

undermined by unconditional cooperators, ALLC.

In a society where everybody is nice (using GTFT),

there is almost no need to remember how to

retaliate against a defection. A biological trait that

is not used is likely to be lost by random drift.

Birds that escape to islands without predators lose

the ability to fly. Similarly, a GTFT population is

softened and turns into an ALLC population.

Once most people play ALLC, there is an open

invitation for ALLD to seize power. This is pre-

cisely what happens. The evolutionary dynamics

run in cycles: from ALLD to TFT to GTFT to ALLC

and back to ALLD. These oscillations of coopera-

tive and defective societies are a fundamental part

of all our observations regarding the evolution of

cooperation. Most models of cooperation show

such oscillations. Cooperation is never a final state

of evolutionary dynamics. Instead it is always lost

to defection after some time and has to be

re-established. These oscillations are also reminis-

cent of alternating episodes of war and peace in

human history (Figure 2.1).

A subsequent set of simulations, exploring a

larger strategy space, led to a surprise (Nowak and

Sigmund, 1993). The fundamental oscillations were

interrupted by another strategy which seems to be

able to hold its ground for a very long period of

time. Most surprisingly, this strategy is based on

the extremely simple principle of win-stay, lose-

shift (WSLS). If my payoff is R or T then I will

continue with the same move next round. If I have

cooperated then I will cooperate again, if I have

defected then I will defect again. If my payoff is

only S or P then I will switch to the other move

next round. If I have cooperated then I will defect,

if I have defected then I will cooperate (Figure 2.2).

If two WSLS strategists play each other, they

cooperate most of the time. If a defection occurs

accidentally, then in the next move both will

defect. Hereafter both will cooperate again. WSLS

is a simple deterministic machine to correct sto-

chastic noise. While TFT cannot correct mistakes,

both GTFT and WSLS can. But WSLS has an

additional ace in its hand. When WSLS plays

ALLC it will discover after some time that ALLC

does not retaliate. After an accidental defection,

WSLS will switch to permanent defection. There-

fore, a population of WSLS players does not drift to

ALLC. Cooperation based on WSLS is more stable

than cooperation based on TFT-like strategies.

Tit-for-tat Generous tit-for-tat

Always cooperateAlways defect

Win-stay, lose-shift 

Figure 2.1 Evolutionary cycles of cooperation and defection. A
small cluster of tit-for-tat (TFT) players or even a lineage starting from
a single TFT player in a finite population can invade an always defect
(ALLD) population. In fact, TFT is the most efficient catalyst for the
first emergence of cooperation in an ALLD population. But in a world
of fuzzy minds and trembling hands, TFT is soon replaced by generous
tit-for-tat (GTFT), which can re-establish cooperation after occasional
mistakes. If everybody uses GTFT, then always cooperate (ALLC) is a
neutral variant. Random drift leads to ALLC. An ALLC population
invites invasion by ALLD. But ALLC is also dominated by win-stay,
lose-shift (WSLS), which leads to more stable cooperation than TFT-
like strategies.

C C

D D

Lose-shift

C (0) …. D D (1) …. C (probabilistic)

Win-stay

C (3) …. C D (5) …. D

Figure 2.2 Win-stay, lose-shift (WSLS) embodies a very simple
principle. If you do well then continue with what you are doing. If you
are not doing well, then try something else. Here we consider the
Prisoner’s Dilemma payoff values R¼ 3, T¼ 5, P¼ 1, and S¼ 0. If
both players cooperate, you receive three points, and you continue to
cooperate. If you defect against a cooperator, you receive five points,
and you continue to defect. But if you cooperate with a defector, you
receive no points, and therefore you will switch from cooperation to
defection. If, on the other hand, you defect against a defector, you
receive one point, and you will switch to cooperation. Your aspiration
level is three points. If you get at least three points then you consider
it a win and you will stay with your current choice. If you get less
than three points, you consider it a loss and you will shift to another
move. If R> (Tþ P)/2 (or b/c> 2) then WSLS is stable against
invasion by ALLD. If this inequality does not hold, then our evolu-
tionary simulations lead to a stochastic variant of WSLS, which
cooperates after a DD move only with a certain probability. This
stochastic variant of WSLS is then stable against invasion by ALLD.
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The repeated Prisoner’s Dilemma is mostly known

as a story of TFT, but WSLS is a superior strategy

in an evolutionary scenario with errors, mutation,

and many generations (Fudenberg and Maskin,

1990; Nowak and Sigmund, 1993).

In the infinitely repeated game, WSLS is stable

against invasion by ALLD if b/c> 2. If instead

1< b/c< 2 then a stochastic variant of WSLS

dominates the scene; this strategy cooperates after

a mutual defection only with a certain probability.

Of course, all strategies of direct reciprocity, such

as TFT, GTFT, or WSLS can only lead to the evo-

lution of cooperation if the fundamental inequality

(eqn 2.2) is fulfilled.

2.3 Indirect reciprocity

Whereas direct reciprocity embodies the idea of

you scratch my back and I scratch yours, indirect

reciprocity suggests that you scratch my back and

I scratch someone else’s. Why should this work?

Presumably I will not get scratched if it becomes

known that I scratch nobody. Indirect reciprocity,

in this view, is based on reputation (Nowak and

Sigmund, 1998a, 1998b, 2005). But why should you

care about what I do to a third person?

The main reason why economists and social

scientists are interested in indirect reciprocity is

because one-shot interactions between anonymous

partners in a global market become increasingly

frequent and tend to replace the traditional long-

lasting associations and long-term interactions

between relatives, neighbors, or members of the

same village. Again, as for kin selection, it is a

question of the size of the group. A substantial part

of our life is spent in the company of strangers,

and many transactions are no longer face to face.

The growth of online auctions and other forms of

e-commerce is based, to a considerable degree, on

reputation and trust. The possibility to exploit such

trust raises what economists call moral hazards.

How effective is reputation, especially if informa-

tion is only partial?

Evolutionary biologists, on the other hand, are

interested in the emergence of human societies,

which constitutes the last (up to now) of the major

transitions in evolution. In contrast to other eusocial

species, such as bees, ants, or termites, humans

display a large amount of cooperation between

non-relatives (Fehr and Fischbacher, 2003). A con-

siderable part of human cooperation is based on

moralistic emotions, such as anger directed towards

cheaters or the warm inner glow felt after perform-

ing an altruistic action. Intriguingly, humans not

only feel strongly about interactions that involve

them directly, they also judge actions between third

parties as evidenced by the contents of gossip. There

are numerous experimental studies of indirect

reciprocity based on reputation (Wedekind and

Milinski, 2000; Milinski et al., 2002; Wedekind and

Braithwaite, 2002; Seinen and Schram, 2006).

A simple model of indirect reciprocity (Nowak

and Sigmund, 1998a, 1998b) assumes that within a

well-mixed population, individuals meet ran-

domly, one in the role of the potential donor, the

other as potential recipient. Each individual

experiences several rounds of this interaction in

both roles, but never with the same partner twice.

A player can follow either an unconditional strat-

egy, such as always cooperate or always defect, or

a conditional strategy, which discriminates among

the potential recipients according to their past

interactions. In a simple example, a discriminating

donor helps a recipient if her score exceeds a

certain threshold. A player’s score is 0 at birth,

increases whenever that player helps and decrea-

ses whenever the player withholds help. Indivi-

dual-based simulations and direct calculations

show that cooperation based on indirect reci-

procity can evolve provided the probability, q, of

knowing the social score of another person exceeds

the cost/benefit ratio of the altruistic act:

q > c=b ð2:3Þ

The role of genetic relatedness that is crucial for

kin selection is replaced by social acquaintance-

ship. In a fluid population, where most inter-

actions are anonymous and people have no

possibility of monitoring the social score of others,

indirect reciprocity has no chance. But in a socially

viscous population, where people know each other’s

reputation, cooperation by indirect reciprocity

can thrive (Nowak and Sigmund, 1998a).

In a world of binary moral judgements (Nowak

and Sigmund, 1998b; Leimar and Hammerstein,
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2001; Fishman, 2003; Panchanathan and Boyd,

2003; Brandt and Sigmund, 2004, 2005), there are

four ways of assessing donors in terms of first-

order assessment: always consider them as good,

always consider them as bad, consider them as

good if they refuse to give, or consider them as

good if they give. Only this last option makes

sense. Second-order assessment also depends on

the score of the receiver; for example, it can be

deemed good to refuse help to a bad person. There

are 16 second-order rules. Third-order assessment

also depends on the score of the donor; for

example, a good person refusing to help a bad

person may remain good, but a bad person refus-

ing to help a bad person remains bad. There are

256 third-order assessment rules. We display four

of them in Figure 2.3.

With the scoring assessment rule, cooperation,

C, always leads to a good reputation, G, whereas

defection, D, always leads to a bad reputation, B.

Standing (Sugden, 1986) is like scoring, but it is not

bad if a good donor defects against a bad recipient.

With judging, in addition, it is bad to cooperate

with a bad recipient. For another assessment rule,

shunning, all donors who meet a bad recipient

become bad, regardless of what action they choose.

Shunning strikes us as grossly unfair, but it

emerges as the winner in a computer tournament

if errors in perception are included and if there are

only a few rounds in the game (Takahashi and

Mashima, 2003).

An action rule for indirect reciprocity prescribes

giving or not giving, depending on the scores of

both donor and recipient. For example, you may

decide to help if the recipient’s score is good or

your own score is bad. Such an action might

increase your own score and therefore increase

the chance of receiving help in the future. There

are 16 action rules.

If we view a strategy as the combination of an

action rule and an assessment rule, we obtain 4096

strategies. In a remarkable calculation, Ohtsuki

and Iwasa (2004, 2005) analyzed all 4096 strategies

and proved that only eight of them are evolutio-

narily stable under certain conditions and lead to

cooperation (Figure 2.4).

Both standing and judging belong to the leading

eight, but scoring and shunning are not. However,

we expect that scoring has a similar role in indirect

reciprocity to that of TFT in direct reciprocity.

Neither strategy is evolutionarily stable, but their

simplicity and their ability to catalyze cooperation

in adverse situations constitute their strength. In

extended versions of indirect reciprocity, in which

donors can sometimes deceive others about the

reputation of the recipient, scoring is the foolproof

concept of ‘I believe what I see’. Scoring judges

the action and ignores the stories. There is also

experimental evidence that humans follow scoring

rather than standing (Milinski et al., 2001).

In human evolution, there must have been a

tendency to move from the simple cooperation

promoted by kin or group selection to the strategic

subtleties of direct and indirect reciprocity. Direct

reciprocity requires precise recognition of indivi-

dual people, a memory of the various interactions

one had with them in the past, and enough brain

Reputation of donor and recipient

Reputation of donor 
after the action 

Scoring

Standing

Judging

Shunning

A
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n 
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C G G G G

D B B B B

C G G G G

D B G B B

C G B G B

D B G B B

C G B G B

D B B B B

GB BG BB

Figure 2.3 Four assessment rules. Assessment rules specify how an
observer judges an interaction between a potential donor and a
recipient. Here we show four examples of assessment rules in a world
of binary reputation, good (G) and bad (B). For scoring, cooperation
(C) earns a good reputation and defection (D) earns a bad reputation.
Standing is very similar to scoring; the only difference is that a good
donor can defect against a bad recipient without losing his good
reputation. Note that scoring is associated with costly punishment
(Sigmund et al., 2001; Fehr and Gaechter, 2002), whereas for
standing punishment of bad recipients is cost-free. For judging it is
bad to help a bad recipient. Shunning assigns a bad reputation to any
donor who interacts with a bad recipient.
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power to conduct multiple repeated games

simultaneously. Indirect reciprocity, in addition,

requires the individual to monitor interactions

among other people, possibly judge the intentions

that occur in such interactions, and keep up with

the ever-changing social network of the group.

Reputation of players may not only be determined

by their own actions, but also by their associations

with others.

We expect that indirect reciprocity has

coevolved with human language. On the one hand,

it is helpful to have names for other people and to

receive information about how a person is per-

ceived by others. On the other hand a complex

language is needed, especially if there are intricate

social interactions. The possibilities for games of

manipulation, deceit, cooperation, and defection

are limitless. It is likely that indirect reciprocity has

provided the very selective scenario that led to

cerebral expansion in human evolution.

2.4 Graph selection

The traditional model of evolutionary game

dynamics assumes that populations are well-mixed

(Taylor and Jonker, 1978; Hofbauer and Sigmund,

1998). This means that interactions between any

two players are equally likely. More realistically,

however, the interactions between individuals are

governed by spatial effects or social networks. Let

us therefore assume that the individuals of a

population occupy the vertices of a graph (Nowak

and May, 1992; Nakamaru et al., 1997, 1998; Skyrms

and Pemantle, 2000; Abramson and Kuperman,

2001; Ebel and Bornholdt, 2002; Lieberman et al.,

2005; Nakamaru and Iwasa, 2005; Santos et al., 2005;

Santos and Pacheco, 2005). The edges of the graph

determine who interacts with whom (Figure 2.5).

Consider a population of N individuals consist-

ing of cooperators and defectors. A cooperator

helps all individuals to whom it is connected, and

pays a cost, c. If a cooperator is connected to k

other individuals and i of those are cooperators,

then its payoff is bi� ck. A defector does not pro-

vide any help, and therefore has no costs, but it

GG GB BG BB

C

D

G

B

C D C C/D

BG

* *

*

G
Assessment

Action

If a good donor meets a bad recipient, 
the donor must defect, and this action does
not reduce his reputation.

* can be set as G or B. 

If a column in the assessment module is 
then the action must be C, otherwise D. 

G
B

Figure 2.4 Ohtsuki and Iwasa’s leading eight. Ohtsuki and Iwasa
(2004, 2005) have analyzed the combination of 28¼ 256 assessment
modules with 24¼ 16 action modules. This is a total of 4096
strategies. They have found that eight of these strategies can be
evolutionarily stable and lead to cooperation, provided that everybody
agrees on each other’s reputation. (In general, uncertainty and
incomplete information might lead to private lists of the reputation of
others.) The three asterisks in the assessment module indicate a free
choice between G and B. There are therefore 23¼ 8 different
assessment rules which make up the leading eight. The action module
is built as follows: if the column in the assessment module is G and B,
then the corresponding action is C, otherwise the action is D. Note
that standing and judging are members of the leading eight, but that
scoring and shunning are not.

C
C

C

C

C

D
D

D

D

D

2b – 5c
2b – 2c

2b – 3c

b b

b

Figure 2.5 Games on graphs. The members of a population occupy
the vertices of a graph (or social network). The edges denote who
interacts with whom. Here we consider the specific example of
cooperators, C, competing with defectors, D. A cooperator pays a
cost, c, for every link. Each neighbor of a cooperator receives a
benefit, b. The payoffs of some individuals are indicated in the figure.
The fitness of each individual is a constant, denoting the baseline
fitness, plus the payoff of the game. For evolutionary dynamics, we
assume that in each round a random player is chosen to die, and the
neighbors compete for the empty site proportional to their fitness. A
simple rule emerges: if b/c> k then selection favors cooperators over
defectors. Here k is the average number of neighbors per individual.
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can receive the benefit from neighboring coopera-

tors. If a defector is connected to k other indivi-

duals and j of those are cooperators, then its payoff

is bj. Evolutionary dynamics are described by an

extremely simple stochastic process: at each time

step, a random individual adopts the strategy of

one of its neighbors proportional to their fitness.

We note that stochastic evolutionary game

dynamics in finite populations are sensitive to the

intensity of selection. In general, the reproductive

success (fitness) of an individual is given by a

constant, denoting the baseline fitness, plus the

payoff that arises from the game under con-

sideration. Strong selection means that the payoff

is large compared with the baseline fitness; weak

selection means the payoff is small compared with

the baseline fitness. It turns out that many inter-

esting results can be proven for weak selection,

which is an observation also well known in

population genetics.

The traditional, well-mixed population of evo-

lutionary game theory is represented by the com-

plete graph, where all vertices are connected,

which means that all individuals interact equally

often. In this special situation, cooperators are

always opposed by natural selection. This is the

fundamental intuition of classical evolutionary

game theory. But what happens on other graphs?

We need to calculate the probability, rC, that a
single cooperator starting in a random position

turns the whole population from defectors into

cooperators. If selection neither favors nor opposes

cooperation, then this probability is 1/N, which is

the fixation probability of a neutral mutant. If the

fixation probability rC is greater than 1/N, then

selection favors the emergence of cooperation.

Similarly, we can calculate the fixation probability

of defectors, rD. A surprisingly simple rule deter-

mines whether selection on graphs favors coopera-

tion. If

b=c> k ð2:4Þ

then cooperators have a fixation probability of

greater than 1/N and defectors have a fixation

probability of less than 1/N. Thus, for graph

selection to favor cooperation, the benefit/cost

ratio of the altruistic act must exceed the average

degree, k, which is given by the average number of

links per individual (Ohtsuki et al., 2006). This

relationship can be shown with the method of

pair-approximation for regular graphs, where all

individuals have exactly the same number of

neighbors. Regular graphs include cycles, all kinds

of spatial lattice, and random regular graphs.

Moreover, computer simulations suggest that the

rule b/c> k also holds for non-regular graphs such

as random graphs and scale-free networks. The

rule holds in the limit of weak selection and k<<N.

For the complete graph, k¼N, we always have

rD> 1/N> rC. Preliminary studies suggest that

eqn 2.4 also tends to hold for strong selection. The

basic idea is that natural selection on graphs (in

structured populations) can favor unconditional

cooperation without any need for strategic com-

plexity, reputation, or kin selection.

Games on graphs grew out of the earlier tradi-

tion of spatial evolutionary game theory (Nowak

and May, 1992; Herz, 1994; Killingback and

Doebeli, 1996; Mitteldorf and Wilson, 2000; Hauert

et al., 2002; Le Galliard et al., 2003; Hauert and

Doebeli, 2004; Szabó and Vukov, 2004) and inves-

tigations of spatial models in ecology (Durrett and

Levin, 1994a, 1994b; Hassell et al., 1994; Tilman and

Kareiva, 1997; Neuhauser, 2001) and spatial mod-

els in population genetics (Wright, 1931; Fisher

and Ford, 1950; Maruyama, 1970; Slatkin, 1981;

Barton, 1993; Pulliam, 1988; Whitlock, 2003).

2.5 Group selection

The enthusiastic approach of early group selec-

tionists to explain all evolution of cooperation

from this one perspective (Wynne-Edwards, 1962)

has met with vigorous criticism (Williams, 1966)

and even a denial of group selection for decades.

Only an embattled minority of scientists continued

to study the approach (Eshel, 1972; Levin and

Kilmer, 1974; Wilson, 1975; Matessi and Jayakar,

1976; Wade, 1976; Uyenoyama and Feldman, 1980;

Slatkin, 1981; Leigh, 1983; Szathmary and Demeter,

1987). Nowadays it seems clear that group selection

can be a powerful mechanism to promote coopera-

tion (Sober and Wilson, 1998; Keller, 1999; Michod,

1999; Swenson et al., 2000;KerrandGodfrey-Smith,2002;

Paulsson, 2002; Boyd and Richerson, 2002; Bowles
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and Gintis, 2004; Traulsen et al., 2005). We only

have to make sure that its basic requirements

are fulfilled in a particular situation (Levin and

Kilmer, 1974; Maynard Smith, 1976). Exactly what

these requirements are can be illustrated with a

simple model (Traulsen and Nowak, 2006).

Imagine a population of individuals subdivided

into groups. For simplicity, we assume that the

number of groups is constant and given by m. Each

group contains between 1 and n individuals. The

total population size can fluctuate between the

bounds m and nm. Again, there are two types of

individual, cooperators and defectors. Individuals

interact with others in their group and thereby

receive a payoff. At each time step a random indi-

vidual from the entire population is chosen propor-

tional to payoff in order to reproduce. The offspring

is added to the same group. If the group size is less

than or equal to n then nothing else happens. If the

group size, however, exceeds n then with probability

q the group splits into two. In this case, a random

group is eliminated (in order to maintain a constant

number of groups). With probability 1� q, the group

does not divide, but instead a random individual

from that group is eliminated (Figure 2.6)*.

This minimalist model of multilevel selection

has some interesting features. Note that the evo-

lutionary dynamics are entirely driven by indivi-

dual fitness. Only individuals are assigned payoff

values. Only individuals reproduce. Groups can

stay together or split (divide) when reaching a

certain size. Groups that contain fitter individuals

reach the critical size faster and therefore split

more often. This concept leads to selection among

groups, although only individuals reproduce. The

higher level selection emerges from lower level

reproduction. Remarkably, the two levels of

selection can oppose each other.

As before, we can compute the fixation prob-

abilities, rC and rD, of cooperators and defectors to

check whether selection favors one or the other. If

we add a single cooperator to a population of

defectors, then this cooperator must first take over

a group. Subsequently the group of cooperators

must take over the entire population. The first step

is opposed by selection, the second step is favored

by selection. Hence, we need to find out if the

overall fixation probability is greater to or less than

what we would obtain for a neutral mutant. An

analytic calculation is possible in the interesting

limit q<< 1, where individuals reproduce much

more rapidly than groups divide. In this case, most

of the groups are at their maximum size and hence

the total population size is almost constant and

given by N¼ nm. We find that selection favors

cooperators and opposes defectors, rC> 1/N> rD, if

b=c> 1þ n=ðm� 2Þ ð2:5aÞ

This result holds for weak selection. Smaller group

sizes and larger numbers of competing groups

favor cooperation. We also notice that the number

of groups, m, must exceed 2. There is an intuitive

reason for this threshold. Consider the case of

m¼ 2 groups with n¼ 2 individuals. In a mixed

group, the cooperator has payoff � c and the

defector has payoff b; the defector/cooperator

difference is bþ c. In a homogeneous group, two

cooperators have payoff b� c, while two defectors

C C

CD
D

D

D

D

C D

C C
C

Figure 2.6 A simple model of group selection. A population
consists of m groups of maximum size n. Individuals interact with
others in their group in the context of an evolutionary game. Here we
consider the game between cooperators, C, and defectors, D. For
reproduction, individuals are chosen from the entire population with
a probability proportional to their payoff. The offspring is added to
the same group. If a group reaches the maximum size, n, then it
either splits in two or a random individual from that group is
eliminated. If a group splits, then a random group dies, in order to
keep the total population size constant. This metapopulation
structure leads to the emergence of two levels of selection, although
only individuals reproduce.

* This is not the same q as in section 2.3; we have run out of

convenient letters.
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have a payoff of 0. Thus the disadvantage for

cooperators in mixed groups cannot be compen-

sated for by the advantage they have in homo-

geneous groups. Interestingly, however, for larger

splitting probabilities, q, we find that cooperators

can be favored even for m¼ 2 groups. The reason

is the following: for very small q, the initial

cooperator must reach fixation in a mixed group;

but for larger q, a homogeneous cooperator group

can also emerge if a mixed group splits, giving rise

to a daughter group that has only cooperators.

Thus, larger splitting probabilities make it easier

for cooperation to emerge.

Let us also consider the effect of migration

between groups. The average number of migrants

accepted by a group during its lifetime is denoted

by z. We find that selection favors cooperation

provided that

b=c> 1þ zþ n=m ð2:5bÞ

In order to derive this condition we have assumed

weak selection and q<< 1, as before, but also that

both the numbers of groups, m, and the maximum

group size, n, are much larger than 1. For more

information, see Traulsen and Nowak, 2006.

Group selection (or multilevel selection) is a

powerful mechanism for the evolution of coop-

eration if there is a large number of relatively small

groups and migration between groups is not too

frequent.

2.6 Conclusion

We end by listing the five rules that we mentioned

in the beginning. These rules represent laws

of nature governing the natural selection of

cooperation.

1. Kin selection leads to cooperation if b/c> 1/r,

where r is the coefficient of genetic relatedness

between donor and recipient.

2. Direct reciprocity leads to cooperation if

b/c> 1/w, where w is the probability of playing

another round in the repeated Prisoner’s Dilemma.

3. Indirect reciprocity leads to cooperation if

b/c> 1/q, where q is the probability of knowing

the reputation of a recipient.

4. Graph selection (or network reciprocity) leads to

cooperation if b/c> k, where k is the degree of the

graph; that is, the average number of neighbors.

5. Group selection leads to cooperation if

b/c> 1þ zþ n/m, where z is the number of mig-

rants accepted by a group during its lifetime, n is

the group size, and m is the number of groups.

In all five theories, b is the benefit for the recipient

and c the cost for the donor of an altruistic act.
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CHAPTER 3

Single-species dynamics

Tim Coulson and H. Charles J. Godfray

What determines the densities of the different

species of plants, animals, and micro-organisms

with which we share the planet, why do their

numbers fluctuate and extinctions occur, and how

do different species interact to determine each

other’s abundance? These are some of the ques-

tions addressed by the science of ecological

population dynamics, the subject that underpins

all the chapters in this book. In this chapter we

introduce some of the basic principles of the

subject by concentrating on the dynamics of single-

species systems. These are species whose popula-

tion biology can be studied without also explicitly

including the dynamics of other species in the

community. The chief justification for this brutal

abstraction is that it allows many of the underlying

processes to be described simply and more clearly.

Moreover, arguments based on the analysis of

single-species population dynamics are often sur-

prisingly useful in understanding real populations,

especially those in relatively simple environments

such as agro-ecosystems.

At the core of population dynamics is a simple

truism: the density or numbers of individuals in a

closed population is increased by births, and

decreased by deaths. If the population is not closed

then we need also to include immigration and

emigration in our calculation. A population in

which births exceed deaths will tend to increase

and one where the reverse is true will tend to

decrease. But more significant is the mode of

change. If birth and death rates remain constant

then the consequent increase or decrease in

population numbers occurs exponentially—popu-

lation dynamics occurs on a geometric rather than

an arithmetic scale. In the first section of this

chapter we describe the calculation of exponential

growth rates for different types of population, and

explore how such calculations, even though they

are based on the simplistic assumption of constant

demographic rates, can be very useful for a variety

of problems in applied population biology.

The fact that populations persist over appreci-

able periods of time inescapably means that

demographic rates—births and deaths, immigra-

tion and emigration—do not remain constant.

In fact, population persistence in the long term

requires that as populations increase in density the

death rate must rise relative to the birth rate and

eventually exceed it. In real populations, such

demographic rates are what ecologists call density-

dependent and mathematicians nonlinear,

whereas an engineer might talk about negative

feedback. It is this nonlinearity that can give rise to

a stable equilibrium, the population density at

which birth rates precisely equal death rates. But a

far more diverse menagerie of dynamic behaviours

is possible; the population may not settle on a

stable equilibrium but show persistent cycles.

Stranger still, these cycles may not be regular but

complex and unpredictable in detail—they may

show mathematical chaos. The possibility of

chaotic dynamics in simple populations was first

appreciated in the 1970s, and ecological problems

were very significant in the development of this

new field of mathematics. The second section of

this chapter explores the consequences of deter-

ministic density-dependent demographic rates,

and explores chaos in ecology.

In the last sentence, by deterministic we mean

that demographic rates are constant or simply

determined by density, and do not also vary by

chance. Of course, all real populations are subject

to random effects. When the average birth rate is
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two offspring per year, some individuals will have

fewer or more offspring; and in some years, or in

some sites within the species’ range, the average

may be slightly more or slightly less. More radi-

cally, the birth rate may be two, year on year,

except for the time the meteorite hit and no-one

reproduced. The last 10 years has seen notable

advances in the study of populations that take into

account stochastic effects, and these are the subject

of our third section.

3.1 The rate of population growth

All subjects need their founding myths, with

appropriate heroes, and while physics has the

giants Newton and Einstein, and evolution the

peerless Darwin, students of population dynamics

are stuck with the far less appetising Thomas

Malthus. Malthus was not the first person to

appreciate the geometric nature of population

growth but he was the first clearly to work through

its consequences. In his famous pamphlet An Essay

on the Principle of Population of 1798, he vividly

illustrated the power of geometric growth in terms

that mirror the modern clichés that if population

growth is unchecked it would take only a few

years for the total numbers of aphid/cod/elephant

or your favourite animal to weigh more than the

Earth (Malthus, 1798). It was the power of this

argument that so influenced Darwin—such great

potential fecundity must be balanced by great

mortality, and any heritable trait that favoured one

individual over another would increase in fre-

quency ineluctably. In contrast, the message that

Malthus, an upper-class vicar, drew from his own

insight was the need to do something about the

irresponsibly fecund lower classes (as well as

about other problems such as women and the

French). Type Malthus into Google and you find

him a hero to an unpleasant consortium of mod-

ern-day social engineers.

But despite its shady origin, the rate of expo-

nential population growth based on current

demographic rates is an immensely useful quan-

tity. Consider first a simple, unstructured popula-

tion; by unstructured we mean that birth and

death rates are identical across individuals (clearly

an approximation, as a newborn individual cannot

reproduce immediately). Let the rate at which

individuals produce female offspring be b (we

assume for now that males have no effect on

population growth rate, something that is true for

most but not all organisms) and the rate at which

they die be d. Define the difference between these

two rates as r¼ b� d. The population increases if

r> 0 and decreases if r< 0. Moreover, if the current

population size is N0 then the population size t

time units into the future is Nt¼N0 exp[rt]. The

population increases or decreases at a rate deter-

mined by the power of r. Note that in this simple

model, to predict population growth rates we do

not need to know birth and death rates separately,

just their net difference.

Not all species reproduce continuously. Con-

sider a population of an animal or plant with

discrete generations that produces l female off-

spring before dying. It is straightforward to see

that if population size is now N0 then t generations

in the future it will be Nt¼N0 lt, which can be

written Nt¼N0 exp[ln(l) t], the latter expression

emphasizing the similarity with the continuous

case, with ln(l) replacing r.

The parameter r (or ln(l)) is the intrinsic growth

rate of the population; it allows us to project

population numbers into the future. Of course we

do not believe r will stay constant forever—a

projection should not be confused with a fore-

cast—but it tells us something about what will

happen in the short term, given the current birth

and death rates. This can be a very important

management tool. Suppose for example one is

trying to assess the potential vulnerability of a

series of populations of an endangered species.

Calculating their different population growth

rates will not give you a complete answer to this

question, but it will provide an important

clue to their different vulnerabilities. Estimations

of population growth rates for more complic-

ated population structures (see below) lie at the

heart of population viability analysis, a frequently

used tool in conservation biology. Epidemiology

provides a rather different example of the impor-

tance of population growth rate. Consider a

population of susceptible hosts exposed to a small

number of infectious individuals. From the point of

view of the disease, births consist of new infections
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and deaths occur when the host either recovers or

actually dies. The disease will only spread if

r¼ b� d> 0, where b and d are the rates of disease

‘births’ and ‘deaths’. In the epidemiological litera-

ture this condition is normally stated as exp(r)¼
R0> 1, which has the simple interpretation that for

spread to occur every initial infection must leave at

least one secondary infection. As Grenfell and

Keeling (Chapter 10 in this volume) discuss in more

detail, calculation of R0, usually called the basic

reproductive ratio by ecologists or, more correctly,

the basic reproductive number (it is dimensionless)

by epidemiologists, lies at the heart of much human

and animal health population analysis.

3.1.1 Structured populations

The assumption that all populations are made up

of identical individuals with the same demo-

graphic rates is clearly a gross oversimplification.

How can population growth rates be calculated in

more complex structured populations?

We introduce this topic by considering a popu-

lation that has discrete breeding seasons so that it

makes sense to census it once a year. We also

suppose that the population is age-structured:

demographic rates vary with age but are constant

within an age class. To describe population num-

bers at time t we now need to write down a vector,

nðtÞ ¼ fn1; n2; . . . ; nxgðtÞ, where ni is the number

or density of individuals in their ith year at time t

(and x is the oldest age class). To explore how

population numbers change over time we need to

know the probability that an individual of age i

will survive to the next year (pi) and the number of

offspring it produces each year (fi). Then

n1
n2
n3
..
.

nx

0
BBBBB@

1
CCCCCAðtþ1Þ ¼

f1 f2 f3 � � � fx
p1 0 0 � � � 0
0 p2 0 � � � 0

..

. . .
. . .

. � � � ..
.

0 0 � � � px�1 0

0
BBBBB@

1
CCCCCA

n1
n2
n3
..
.

nx

0
BBBBB@

1
CCCCCAðtÞ

ð3:1Þ

which can be written more succinctly n(tþ 1)¼
A n(t). Note that the numbers in the youngest age

class are given by the numbers in each age class

the season before multiplied by their fecundity,

while the probabilities of surviving until the new

season form the lower subdiagonal. The matrix A

is an example of a population-projection matrix,

and this particular form, where the population is

structured by age, is called a Leslie matrix (Leslie,

1945).

The simplest way to explore the growth rate of a

population described by eqn 3.1 is to iterate it on a

computer, an option not available to the origina-

tors of these techniques in the 1940s. But there are

some important mathematical results that allow

much greater insight into the population growth

process. We do not have the space to derive these

results or explain them in detail, but attempt to

give some flavour of their elegance and import-

ance.

The matrix A includes all the information we

need to know about the population’s demographic

parameters (Caswell, 1989, 2001). From this matrix,

a polynomial equation in an arbitrary variable (say

Z) can be derived. The order of the polynomial is

determined by the number of age classes. If there

are five age classes than the equation will be of

order five (terms up to Z5) and if there are 20 age

classes then there will be terms up to Z20. Just as
the familiar quadratic equation (order two) has

two roots (values of Z for which the equation

equals 0) then these larger polynomials of order x

have exactly x roots, though unlike the quadratic

they can only be calculated numerically (except for

some special cases). A collection of mathematical

results called the Perron–Frobenius theorem tells

us that for Leslie matrices (with some minor

exceptions that we will return to) there will always

be one root that is larger than all the others.

Moreover, this root, which is a complicated func-

tion of the different elements of the matrix A,

represents the long-term growth rate of the

population. In matrix theory the roots are called

eigenvalues and calculation of the largest root, the

dominant eigenvalue, provides the asymptotic

population projection that we require.

This powerful result tells us that whatever the

initial distribution of individuals across age classes

the population will eventually grow or decline at a

rate set by the dominant eigenvalue (this inde-

pendence of starting conditions is called ergodi-

city). Another ergodic property of these population
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models is that the proportions of individuals in

different age classes assume constant values (the

stable age distribution) irrespective of starting

values. These values can be calculated directly

from the projection matrix: associated with the

dominant eigenvalue is a pair of vectors of length x

with each element corresponding to an age class.

These are the dominant eigenvectors and the rela-

tive magnitude of the elements of one gives us the

stable age distribution (we note in passing that the

other dominant eigenvector provides a measure of

Fisher’s reproductive value for each age class).

Whereas the population growth rate is an

important management tool, applied ecologists are

often also interested in how births and deaths at

different age classes contribute to the overall pro-

jection. A conservation biologist may need to know

whether to prioritize efforts on old or young

individuals, while a game manager might need to

know the consequences of allowing animals of

different ages to be shot. The marginal effects on

the population growth rate of changing the birth or

death rate at each age can be calculated, and such

relationships, which can be defined in different

ways depending on precisely for what they are

required, are called sensitivities or elasticities, terms

borrowed from equivalent problems in economics.

The projection matrix can also be used to pro-

vide information on the speed at which the

asymptotic growth rate and stable age distribu-

tions are attained. The key quantity here is called

the damping ratio, which is defined as the ratio

of the largest eigenvalue of the projection matrix to

the second largest eigenvalue (Caswell, 2001). This

root may be a complex number, and this provides

information about whether there is a smooth or

oscillatory approach to the long-term growth rate

(Fox and Gurevitch, 2000).

Classifying individuals in populations by their

age is perhaps the most common way to relax the

assumption that everyone shares the same demo-

graphic parameters. But the matrix formulation is

much more powerful than this and populations

can be classified by size, life-history stage, sex,

geographical location, or essentially any other

variable. To illustrate this consider a plant whose

individuals can be classified in one of three life-

history stages: seedlings, small plants, and large

plants, which we shall index as stages 1, 2, and 3

respectively. The projection matrix for such a

species might look like this:

0 b2 b3
a12 a22 a32
a13 a23 a33

0
@

1
A ð3:2Þ

The top row reflects stage-specific fecundity.

Between one time period and the next seedlings do

not reproduce but small plants produce b2 and

large plants b3 offspring that survive to the seed-

ling stage. The subdiagonal a12 and a23 tell us the

probability that seedlings become small plants,

and small plants become large plants, just as in the

Leslie matrix. But we now have further transitions

(or lack of transitions): a22 and a33 are the prob-

abilities that small and large plants remain the

same size (we assume this option is not open to

seedlings), while a13 allows some plants, perhaps

in extremely favourable microhabitats, to transit

from seedlings to large plants in one go, and a32
allows those unfortunate individuals that encoun-

ter a rabbit actually to decrease in size.

All the results that apply to the Leslie matrix

transfer to these more complicated structured

populations: we can calculate projected population

growth rates, and what we should now call the

stable stage distribution. Analysis of matrix models

of stage-structured populations has proven to be

extremely valuable in many fields of ecology, but

perhaps especially so in plant ecology. However,

there can sometimes be difficulties in placing

individuals that vary in a continuous variable such

as size into the discrete classes that are required of

the matrix formulation, and also in choosing the

appropriate time step for analysis (Easterling et al.,

2000). The decision need not be entirely arbitrary,

as there are some theoretical results that suggest

optimal choices.

We mentioned that there were a few exceptions

to the simple application of the ergodic results

of matrix theory, although they are easily dealt

with by straightforward extensions. These include

populations with post-reproductive age classes or

with single reproductive age classes. For example,

consider the cicada populations in North America

(Magicicada sp.) that take precisely 17 years to reach
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maturity. As long as there is absolutely no mixing

of cohorts then each year class will increase or

decrease in density as determined by the long-run

population growth rate. But the ratio of initial

frequencies in year 1, 2, . . . , 17 remains the same;

they do not converge on a stable age distribution.

In America adult Magicicada are abundant only

once in 17 years, and this pattern could be

explained by initial conditions (for example all

year classes are wiped out except one) plus lack of

cohort mixing. In fact this is highly unlikely, the

power of even minor cohort mixing to destroy the

imprint of starting values is so strong that ecolo-

gists have universally rejected this hypothesis and

sought active processes to maintain the synchro-

nized cohorts. Because the length of the life cycle is

a prime number (and 11- and 13-year cicada

populations are also found) the classical explana-

tion is that it is a means of escaping predation, as it

is hard for predator populations with life cycles

that are not exact divisors of the cicada life cycle to

increase in density (Hoppensteadt and Keller,

1976). However, a recent study has suggested that

although predator satiation and/or competition

among nymphs can explain why the dynamics of

Magicicada are periodic, they do not explain why

the period is a prime number of years (Lehmann-

Ziebarth et al., 2005). The authors speculate that a

physiological or genetic mechanism or constraint

might be responsible.

We have dwelt at length on the matrix for-

mulation partly because it is relatively straight-

forward to explain, but we finish this section by

briefly describing two alternative approaches.

Suppose first that we are content to census our

population at discrete time intervals (perhaps

yearly) but that we are unhappy to shoe-horn

individuals into discrete classes of size (or other

classifying variable). Instead we want to work with

the more natural continuous size distribution. This

leads naturally to an integral projection model of

the form

nðy; tþ1Þ ¼
Z 1

x¼0

bðy; xÞ þ pðy; xÞ½ �nðx; tÞdx ð3:3Þ

Here n(y, tþ 1) represents the density of indivi-

duals of size y at time tþ 1. To calculate this value

we need to know what size classes in the last year

might give rise to y-sized individuals this year.

This contribution can occur in two ways: first,

individuals of size x may give birth to individuals

that are size y at the next census point (call this

b(y, x)); second, individuals of size x may avoid

death and grow to become size y (call this p(y, x)).

The integral on the right hand side of eqn 3.3

simply sums these contributions to the current y

class over all possible size classes last year (indexed

by x). Analyses of equations such as eqn 3.3 pro-

duce very similar results to the matrix formulation;

most biologically realistic populations increase or

decrease at a growth rate and with an age dis-

tribution that is independent of initial starting

values (Easterling et al., 2000).

Finally, we can study populations structured by

a continuous variable in continuous time using the

famous McKendrick–von Förster equation:

qnðy; tÞ
qt

þ qnðy; tÞ
qy

¼ �mðyÞnðy; tÞ ð3:4Þ

Again n(y,t) represents the density of individuals

of size y at time t. This expression simply states

that the numbers in a cohort of individuals born

at the same time decline with age and time as

mortality (m(y), which is likely to be age-specific)

inexorably whittles them away. To complete the

model we need a birth process which is introduced

as a boundary condition:

nð0; tÞ ¼
Z 1

0

bðyÞnðy; tÞ dt ð3:5Þ

This states that the numbers of individual of age 0

(i.e. newborns) are simply the numbers of current

individuals in the population multiplied by their

age-specific birth rates (b(y)). These equations can

be generalized to populations structured by size

and by other variables (Wood, 1994).

Again, as you would expect from a change of

formalism rather than a change in biology, the

behaviour of populations described by this model is

similar to those we have discussed above. Most

reasonable assumptions give ergodic population

growth and age distributions. Although the

McKendrick–von Förster equation has been

used extensively in many branches of population
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biology, it is notoriously difficult to work with,

both analytically and numerically, and it is gen-

erally a less popular approach than the other

two described here.

3.2 Density dependence

The value of projections is that they tell us some-

thing about current populations; to move from

projections to forecasts we need to know not only

the current values of demographic parameters,

but how they may change in the future. In this

section we concentrate on how birth and mortality

rates may be affected by changes in population

density.

We shall begin to explore this topic using a

simple, unstructured population model in discrete

time which we sample every generation. We will

plot the population density in the next generation

as a function of that in the current generation.

Figure 3.1 shows the simplest case where popula-

tion growth rate is independent of density. The

dashed line at 45� represents the situation where

population density remains the same from gen-

eration to generation. The solid line illustrates

density-independent growth, the slope of the line

being l, the discrete-time rate of population

growth.

Inevitably, as populations grow they will come

to exceed their resource base and this will result in

either a decline in birth rates or an increase in

death rates. An illustration of this is given in

Figure 3.2. At low densities populations increase

from generation to generation but as density

increases the rate of increase slows and then

reverses. At one particular density each individual

female precisely replaces herself and the popula-

tion is at equilibrium. In these simple diagrams the

equilibrium, marked by a star, is easily found as

the density where the population growth curve

crosses the 45� line.

Simple though they are, the diagrams can be

used to look at dynamic trajectories as well as

equilibria through a geometrical trick called

cobwebbing. Suppose that the current population

density is represented by the point 0 in Figure 3.3.

The density in the next generation is read off the

population growth curve at point 1. To find the

density in the following generation the trick is to

draw a line that forms a right angle with the

(dashed) 45� line and then intercepts the popula-

tion growth curve (the line 1! 2 in Figure 3.3).

This process can be repeated indefinitely and by

noting the population densities given by the series

(1, 2, 3, 4, . . . ) we obtain the population trajectory.

In the case of a population whose biology is

summarized by Figures 3.2 and 3.3, the dynamics

are a damped approach to a stable equilibrium.

In Figure 3.3 there is a single equilibrium point.

This is also called a globally stable equilibrium
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Figure 3.1 Density-independent population growth.
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Figure 3.2 Mild density-dependent population growth. The star
indicates an equilibrium.
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because whatever the initial population density the

population trajectory will inevitably home in on

the same equilibrium point (try cobwebbing from

different starting points). But depending on the

natural history of the population in question more

than one equilibrium can occur. Consider a

population whose growth curve can be repre-

sented by Figure 3.4. Below the threshold T the

population in the next generation is smaller than in

the current generation. This might occur if indivi-

duals in low-density populations find it difficult to

locate mates (or get pollinated), or perhaps in

group-hunting or colonial species if cooperation

breaks down when there only a few individuals

present. Any population that drops below T will

continue to fall in density until it becomes extinct.

Moreover, the population will not be able to

increase from low densities. There are thus two

locally stable equilibria, and which one is attained

depends on whether the initial population density

is above or below the threshold T. The presence of

a minimum population density below which the

population goes extinct is called an Allee effect and

for obvious reasons is something that conservation

biologists are very concerned about.

A species’ population dynamics may include

more than one non-zero stable equilibria. Consider

Figure 3.5; again we have a threshold (T) which

determines the final state of the system. If the

population starts above T it moves to the local

stable equilibrium B and if below to A. But the

lower equilibrium is now not at 0; when very rare

the population is still able to increase in numbers.

Note that the population in Figure 3.5 actually has

four equilibria: at densities of 0, A, T, and B. But

while A and B are stable, 0 and T are unstable: a

population whose density is precisely 0 or T will

remain at that density forever, but the slightest
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Figure 3.3 Cobwebbing with mild density-dependent population
growth.
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Figure 3.4 The Allee effect: populations that start off above the
threshold T move towards the upper equilibrium; those that start
off or fall below the threshold become extinct (a population size of 0
is a stable equilibrium).
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Figure 3.5 Alternative stable states: there are two non-zero
equilibria (marked by stars); which equilibrium the population moves
to depends on whether it starts at above or below the threshold T.
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perturbation will cause the population to move

away to either A and B.

Are there examples of multiple non-zero equili-

bria? There are, but to be strictly accurate most

involve multispecies interactions that require a

more complex approach than the simple,

unstructured single-species models we are dis-

cussing here. A classic example is the spruce

budworm moth, Choristoneura fumiferana, which is

hypothesized normally to be controlled at a rela-

tively low population density by a suite of spe-

cialist invertebrate predators (Peterman et al.,

1979). If, however, the population is perturbed

such that control breaks down, the moth increases

in density to a second equilibrium which is set by

bird predation (these predators ignore spruce

budworm unless it becomes very common). A

further perturbation is needed to switch it back to

the low-density equilibrium. The density marked T

is thus a threshold or tipping point separating two

locally stable equilibria.

Competition for food and other resources is

without doubt the most important process deter-

mining the dynamics of animals and plants whose

dynamics can be said to be single-species. The

curves in Figures 3.2–3.5 are population-level

emergent phenomena based on complex interac-

tions occurring at the level of the individual.

For example, ecologists have long distinguished

between scramble competition where resources are

divided equally among all the individuals in the

population, and contest competition where some

individuals get the resources they require, and

others get none. (Of course, many populations will

show intermediate patterns.) At the population

level, pure contest competition will give growth

curves that resemble C in Figure 3.6 and scramble

competition curves more like S. With C, as den-

sities get high, a fixed number of individuals sur-

vive or reproduce to form the next generation;

with S, at high densities everyone suffers and

population numbers plummet.

We can explore the dynamic consequences of

moving from contest to scramble competition

using cobwebbing. In Figure 3.3 we had a fairly

contest form of competition and this resulted in a

smooth approach to a stable equilibrium. In the

three panels of Figure 3.7 we progressively

increase the scramble component. In the first panel

we still have a stable equilibrium but now the

approach to the equilibrium is not smooth but

through damped oscillations. In the second panel,

with more scramble, we no longer get a stable

equilibrium but instead a stable two-point cycle.

Finally, in the third panel we get curious dynam-

ics: oscillations that never exactly repeat them-

selves. This is dynamical chaos, which we shall

return to again in the following subsection.

We have derived this series of population-

dynamic behaviours by discussing the spectrum of

types of competition from contest to scramble, but

what is important is not the underlying mechan-

ism but the shape of the population growth curve,

however this comes about. In particular, the angle

of the growth curve at the equilibrium where it

intersects the 45� line is informative. If the angle is

more than 45� (i.e. the growth curve is below the

45� line to the left of the equilibrium) we have an

unstable equilibrium, as at T in Figure 3.5. If the

angle is between 45 and 0� as in Figure 3.3 we have

a smooth approach to a stable equilibrium;

between 0 and �45� as in Figure 3.7a we have a

damped oscillatory approach to a stable equili-

brium; and if less than �45� then the equilibrium

is unstable but persistent cycles or chaos may

occur. In analysing population models a common

practice is to solve for the equilibrium values and

C

S

Population density time t

Po
pu

la
ti

on
 d

en
si

ty
 ti

m
e 

t+
1 

Figure 3.6 Possible population-level consequences of contest
(C ) and scramble (S) competition.
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then to conduct a stability analysis to determine the

equilibrium’s properties. In some cases it is pos-

sible to show that an equilibrium such as that in

Figure 3.3 is globally stable, but such analyses are

mathematically challenging and often there is no

global equilibrium. Instead, a local stability ana-

lysis is performed. For populations described by

the type of growth curve shown in Figures 3.2–3.7

we have been able to derive the local stability

criteria using intuition helped by a little cobweb-

bing. Moving to more complex structured or

multispecies communities these simple geome-

trical insights are lost, but algebraic conditions that

are their multidimensional equivalents can be

derived (May, 1972).

In this section we have focused on a simple,

unstructured population in discrete time. We

could alternatively have studied a population in

continuous time whose dynamics are described by

the equation

dN

dt
¼ bðNÞ � dðNÞ½ �N ¼ rðNÞN ð3:6Þ

where birth rate (b), death rate (d), and net popu-

lation growth (r) are now all functions of popula-

tion size N. Plotting r(N) against N would similarly

Po
pu

la
ti

on
 d

en
si

ty
 ti

m
e 

t+
1 

Population density time t

(a)

Population density time t

Po
pu

la
ti

on
 d

en
si

ty
 ti

m
e 

t+
1 

(b)

Po
pu

la
ti

on
 d

en
si

ty
 ti

m
e 

t+
1 

Population density time t

(c)

Figure 3.7 Increasing the nonlinearity of the response of population growth to density can lead from the monotonic approach to
equilibrium in Figure 3.3 to an oscillatory approach (a) and then a two-point cycle (b) and finally chaos (c). Examples of cobwebbing; the
underlying population model is the Ricker equation, xtþ1 ¼ xt expðrð1� xtÞÞ where x is population density (scaled to be 1 at carrying capacity)
and r is fecundity.
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tell us much about the dynamics of the system.

There is, however, a difference between popula-

tions described by eqn 3.6 and those that we stu-

died in Figures 3.1–3.7. In eqn 3.6 the effects of

population density act instantaneously on popu-

lation growth rate. In our discrete-time examples

there is an implicit time lag: the level of competi-

tion experienced by individuals in the current

generation is set by interactions that occurred in

the last generation. Such time lags tend to be

destabilizing as they delay the onset of a reduction

in population growth rates as densities climb, and

make it more likely that any equilibrium is over-

shot. Indeed, it is mathematically impossible for a

population governed by eqn 3.6 to show chaos. We

should stress that it is not the difference between

continuous- and discrete-time formalisms that lies

behind the contrasting stability, but the presence of

the time lag. Indeed, in continuous time we can get

exactly the same dynamics by explicitly making

net population growth rates a function of previous

population densities,

dNt

dt
¼ rðNt�tÞNt ð3:7Þ

where t is a time lag of approximately one gen-

eration.

Structured population models with density

dependence can be built using the same matrix,

integral equation, or partial differential equation

approaches discussed in the section on density

independence. Naturally they are more complex,

and often with a greater potential for destabilizing

time lags. Relaxing the assumption that all indi-

viduals are equal also leads to the possibility of

more complicated types of interaction than are

possible for unstructured populations. Competi-

tion may be asymmetric, typically with smaller

individuals suffering disproportionately at the

hands (or roots) of larger individuals. Moreover,

cannibalism is much more common in the animal

kingdom than often realized, and when it occurs it

is nearly always size-related, with older larger

individuals consuming their smaller conspecifics.

Such age-specific interactions have been studied

in detail, particularly in insect systems that can

be maintained in the laboratory for multiple

generations. Many of these systems show popula-

tion cycles with periods shorter than those pre-

dicted by unstructured models (e.g. Figure 3.7).

The details differ with the natural history of the

different systems but a common pattern is for an

older cohort of individuals to reduce the numbers

in a younger cohort by out-competing them for

food or through cannibalism. When the depleted

younger cohort grow old enough to be dominant

competitors or cannibals themselves there are not

enough of them to reduce significantly the next

cohort coming through. This means that the next

group of individuals to mature into the older

cohort are very numerous and decimate the cur-

rent younger cohort, and the cycle begins again.

3.2.1 Chaos

The pioneers of modern mathematical dynamics,

particularly Poincaré at the end of the nineteenth

century, realized that the behaviour of highly

nonlinear systems could be very odd, but in the

absence of computers to help visualize their

dynamics, progress on understanding what was

happening was very slow. When computers began

to become available in the 1960s workers in fields

such as meteorology and ecology were able to see

the complex dynamics produced by beguilingly

straightforward equations, and this led to a burst

of interest in both pure and applied mathematics

that laid the foundations of the modern field of

chaotic dynamics. In population ecology, the clas-

sic paper is May’s Simple mathematical models with

very complicated dynamics (May, 1976a), which not

only introduced the notion of chaos to the field but

showed that lurking underneath the seeming

unpredictability of chaotic dynamics was con-

siderable order and pattern. We shall now explore

a population model of exactly the type that May

analysed.

Chaos has already been encountered in this

chapter as the dynamics that emerge in a simple

discrete-time population model as the population

growth curve (or map) becomes sufficiently non-

linear (the ‘humpiness’ of the curves in Figure 3.7).

Let us now specify a family of curves that can give

rise to the maps in Figures 3.3 and 3.7. For reasons

that will be explained in a few paragraphs it does
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not particularly matter which family we chose, and

we plump for the Ricker equation as it is commonly

used in applied population biology, particularly

for fisheries (Ricker, 1954).

ntþ1 ¼ nt exp½rð1� ntÞ� ð3:8Þ
Here nt is population density (scaled to equal 1 at

equilibrium). When rare the population increases

each generation by a factor exp[r] but as densities

approach 1 the increase slows and above 1 it

reverses. If r is high there is the potential for the

population to overshoot the equilibrium.

We want to picture the dynamics of the whole

system for different values of the sole adjustable

parameter r. To do this, imagine iterating the

equation by cobwebbing as in Figures 3.3 and 3.7

and then throwing away all the transient dynamics,

perhaps the first 50 generations. For Figure 3.3

(corresponding to a value of r¼ 1) the non-transient

dynamics would not be very interesting: it would

simply be a population at stable equilibrium, in this

case n¼ 1. In Figure 3.8 we plot r along the x axis

and the non-transient dynamics on the y axis; for

r¼ 1 there is a single point at n¼ 1. The dynamics

of the population described by the first panel in

Figure 3.7 (r¼ 1.9) differ only in their transient

behaviour and so it too would be represented by a

single point at n¼ 1. Indeed, for the Ricker equa-

tion a stable equilibrium occurs for all persistent

populations with r< 2, which gives the straight line

at n¼ 1 in the left-hand part of Figure 3.8.

The persistent dynamics depicted by the middle

panel of Figure 3.7 (r¼ 2.3) are a two-point limit

cycle: the population oscillates for ever between

two densities, one greater and one less than the

now unstable equilibrium n¼ 1. In Figure 3.8 this

appears as two points. The value of this repre-

sentation now becomes clear because instead of

having to try to compare a large number of cobweb

diagrams we can see at one glance how the

cycles appear at r¼ 2 and then increase in ampli-

tude as r gets bigger. The change of behaviour at

r¼ 2 is called for obvious reasons a bifurcation,

and the representation itself is a bifurcation dia-

gram. We can also see that at r¼ 2.5 a second

bifurcation occurs to give a four-point cycle, and

then further bifurcations at increasingly smaller

intervals of r until a limit is reached. ‘‘What happens

at the point of accumulation [the limit]?’’ is what May

scrawled on a blackboard in the Theoretical Phy-

sics Department at Sydney University in the early

1970s.

May showed that what happens is chaos. As the

third panel in Figure 3.7 illustrates, the trajectory

never converges on a simple cycle but fluctuates

aperiodically around very many values of n, never

repeating itself. This is represented in Figure 3.8 by

a vertical line containing numerous, in fact an

infinite number of, points. Cobwebbing can also be

used to demonstrate a cardinal property of chaos:

namely sensitivity to initial conditions. Start two

trajectories very close together and sooner or later

they will diverge. This is not due to a lack of

computing power: no matter how close the two

initial values they will come to diverge. More

accurate estimation of initial values, so that the
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Figure 3.8 The bifurcation diagram for the Ricker
population model (see the legend of Figure 3.7).
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measured value is close to the ‘true’ value, can

delay the divergence, but not prevent it, and this

means that there is an absolute limit to our ability

to predict into the future the behaviour of chaotic

systems.

The dynamics of a system can be described with

a quantity known as the Lyapunov exponent

(named after a Russian mathematician whose

name is also transliterated Liapunov or Ljapunov).

The Lyapunov exponent describes the rate of

separation of infinitesimally close trajectories; a

positive value means that the trajectories diverge

exponentially, and this extreme sensitivity to initial

conditions is the hallmark of chaos. Algorithms

have been derived to estimate Lyapunov expo-

nents directly from time series (Wolf et al., 1985)

and have proved very valuable, especially in the

physical sciences where relatively long time series

are typically easier to obtain.

Bifurcation diagrams are beautiful objects that

contain a wealth of mathematical detail. They have

quite literally been the subject of tens or possibly

hundreds of mathematics PhD theses. Our focus

here is on their relevance to biology and we have

space to mention only a very few more technical

results. First, May and others showed that the

patterns in Figure 3.8 do not just apply to the

Ricker equation but to a very broad class of models

that all show the same transition through period-

doubling from order to chaos (May, 1973a, 1974c;

Li and Yorke, 1975). There is a limited number of

routes to chaos and one can derive general results

that apply to very many systems. For example, the

ratio of the interval of r values in which two-point

cycles are found and in which four-point cycles are

found is 4.6692. In fact the same ratio is found for

every adjacent interval (four-point/eight-point,

etc.) not only for the Ricker equation but for every

map that shows this type of transition from order

to chaos (Feigenbaum, 1978). Second, if you look

closely at the bifurcation diagram to the right of

the accumulation point you see that the region of

chaos contains intervals of simpler dynamics,

including period-three cycles that undergo their

own transition back into chaos. In fact there is an

infinite number of narrow, periodic windows.

Finally, the bifurcation diagram has fractal struc-

ture: enlarge part of the region of chaos and you

will see a complex pattern of bifurcations, aper-

iodic and period trajectories; chose part of this

picture and enlarge yet again and the same pat-

terns appear in miniature, and so on ad infinitum.

The beauty of bifurcation diagrams is fragile: add

a little stochastic noise—inescapable in real biolo-

gical systems—and their more rococo patterns dis-

appear. However, the extreme sensitivity to initial

conditions, the signature of chaos, remains. So

while it is not mathematically true that the Ricker

model predicts chaos for all r> 2.69 it might as

well be for any biological purposes. Another bio-

logically relevant property of chaos is also shown in

Figure 3.8. Although precise prediction is not

possible the different population trajectories are

bounded, that is they cannot become arbitrarily

large or small. A pure random walk would not be

bounded (except of course by n¼ 0). Indeed, it is

sometimes possible to calculate the probability

distribution of different population states. Depend-

ing on the system this may be valuable information

for ecologists and population managers.

Chaos is not just a property of discrete-time

systems and chaos in continuous time systems has

also been extensively studied. Consider the non-

transient behaviour of a continuous system. If the

system is at equilibrium this will be a simple point

but if there are persistent cycles or chaos then it

will be a continuous line. For single-species

populations this line can be plotted in a space

where the coordinates are population densities

now and at times in the past. For example, on a

three-dimensional graph the coordinates might be

densities now, 1 month ago, and 2 months ago. In

this space a cycle will be a closed loop while a

chaotic trajectory will be an object such as that on

the left of Figure 3.9. This object looks like a

twisted diaphanous sheet and is a fractal: succes-

sive magnifications of parts of the sheet show the

same self-similar pattern. One point to note is that

chaos occurs in simple (ordinary) differential

equations only for systems of three or more vari-

ables: the dynamics of a two variable-system can

be described in a two-dimensional space which

does not allow for the twisting and mixing of tra-

jectories that are the hallmarks of chaos.

There is a close link between chaos and fractals.

Objects that represent the non-transient behaviour
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of a dynamic system are called attractors (because

trajectories originating elsewhere in state space are

attracted to them). In continuous time, points

(stable equilibria) and closed loops (cycles) are

examples of normal attractors whereas fractal

objects such as that in Figure 3.9 are termed strange

attractors. All chaotic systems are governed by

strange attractors and, as we shall return to

shortly, determining that a system’s attractor is

fractal is one way of identifying chaos in nature.

The attractor in Figure 3.9 also provides an insight

into why chaos is always associated with extreme

sensitivity to initial conditions. The right-hand

panel in Figure 3.9 is a cartoon to illustrate the

evolution of a set of initially very similar trajec-

tories: the bundle marked 1, which should be

imagined as lying flat on the horizontal surface of

the attractor in front of the line X. Flow on the

attractor occurs in the counter-clockwise direction

and sets of points are first stretched (2, 3) and then

folded (4, 5). If you imagine this occurring

numerous times it is easy to see how trajectories

that start off near each other quickly become

separated. The degree of stretching in a system is

quantified by the Lyapunov exponent.

Chaos in continuous- and discrete-time systems

is intimately related. Consider the section X

(called a Poincaré section) through the attractor

in Figure 3.9. If the position along the section is

treated as a variable, and if the position in the

current traverse is plotted against that in the pre-

vious, one arrives at a map exactly equivalent to

the chaotic Ricker map discussed above. Now,

however, the r parameter is not simply a measure

of single-species fecundity, but a more complex

amalgam of the life histories of all species or

development stages that influence the dynamics.

How might one seek to decide whether natural

populations are chaotic? Typically this has to be

done from time-series data, which at least in

comparison with data from the physical sciences

are inevitably of relatively short duration. There

are two broad approaches. The first is to try to fit a

flexible population model to the time-series data

and then to determine by iterating the model

whether the dynamics are chaotic. The second is to

try directly to reconstruct the attractor governing

the system and determine whether it is fractal.

Both approaches are helped by a very important

theorem (Takens, 1981) that states that the attractor

of a multi-species or complex single-species inter-

action can always be reconstructed from single-

variable time-series data in a space made up of

a sufficient number of time-lagged dimensions

(i.e. the coordinates are densities at time t, t� t,
t� 2t . . . where t is a lag). The major proviso is

1

5
4

3

2

X

Figure 3.9 Chaos in continuous time. The object on the left is a strange attractor describing the flow of trajectories of a continuous-time
system in three-dimensional space (the Rössler attractor). X is a Poincaré section discussed in the text. The cartoon on the right describes
how bunches of nearby trajectories become stretched and folded as they move around the attractor. See text for further details.
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that you have to have sufficient data, which in

practice is usually a very demanding requirement.

The first attempt to fit models to data did not

use time series but life-history data on fecundity

and density-dependent mortality. Hassell et al.

(1976) fitted a two-parameter model to data from

24 species of insects with reasonably discrete

generations and concluded that the vast majority

had stable dynamics, indeed not even showing an

oscillatory return to equilibrium. Although the

authors were at pains to stress the provisional

nature of their conclusions, this paper had a very

major impact, and to a certain extent inadvertently

licensed ecologists to treat chaos as a theoretical

curiosity for the next decade.

The next major attempt to search for chaos used

model-free approaches and was spurred by the

growth of empirical chaos studies in the physical

sciences (Schaffer, 1985; Schaffer and Kot, 1985a,

1985b; Olsen and Schaffer, 1990). The basic idea

was to reconstruct the attractor by embedding the

time series in time-lagged coordinates and then

either to take a Poincaré section and look for a one-

dimensional chaotic map, or to estimate the

attractor dimension. In our daily lives we do not

normally need tests to tell us whether an object is

one-, two-, or three-dimensional but mathemati-

cians who often work in much higher dimensional

space have derived algorithms to estimate arbi-

trary dimensionality. When these are applied to

fractal objects they return a non-integer dimension.

A non-integer dimension implies a fractal and a

fractal implies chaos. Though clearly worth trying,

ultimately this research programme was defeated

by the quality of the data available. To quote

Schaffer (2000), ‘Only in the instance of recurrent

outbreaks of measles in human populations, was

there sufficient data to justify our initial enthu-

siasm’ and, he added, even here the argument

chiefly rested on the comparison of time-series

data with the output of epidemiological models.

In the last 15 years, interest has grown again in

the challenge of detecting chaos from time series.

Sugihara and May (1990) developed a technique

called nonlinear forecasting which measures the

extent to which predictability decays with time. In

chaotic systems this occurs in a characteristic way

determined by the magnitude of the Lyapunov

exponent. This method has since found wide

application beyond biology in econometrics.

Model-based approaches have also enjoyed

renewed attention. One strand has sought to

develop more accurate mechanistic population

models, capitalizing on both the more powerful

computing tools now available and statistical

advances in extracting parameter values from

data. A different strand, with similarities to Sugi-

hara and May’s approach, fits very flexible non-

mechanistic population models to time-series data

typically using response surfaces that are opti-

mized either by traditional least-squares methods

or more exotic techniques such as thin-plate

splines or neural nets (Ellner and Turchin, 1995).

The magnitude of the dominant Lyapunov expo-

nent is calculated directly from the fitted model. It

is still too early to judge the long-term value of

these methods, although they have revealed a

number of systems with apparent chaotic dynam-

ics, in particularly involving human–disease and

predator–prey interactions.

For single-species interactions, the best examples

of possible chaos involve laboratory systems,

including Nicholson’s famous long-term blow fly

experiment. A very nice experimental example is

the work of Costantino et al. (1997) on the flour

beetle, Tribolium castaneum. Recall we mentioned

above that strong interactions between different

life-history stages can give rise to complex

dynamics. In Tribolium, adults and larvae canni-

balize eggs while adults also eat pupae. A popu-

lation model showed that by varying a single

parameter (pupal mortality) the dynamics of the

system moved from stability to chaos and then to a

three-point cycle. Figure 3.10 shows that experi-

mentally manipulating pupal mortality leads to

dynamics that look very like those predicted. It is

true that this is a highly artificial system, yet it is

an impressive demonstration that the dynamics of

these insects have been understood.

3.3 Randomness

3.3.1 Types of random effect

Real animals, plants, and micro-organisms are

continually buffeted by the effects of random
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processes and a critical question in population

biology is the extent to which insights gained from

the analysis of deterministic models survive the

insults thrown at them by stochastic nature.

There are a variety of different ways in which

random or stochastic effects can influence popu-

lation dynamics (May, 1973a). Perhaps the most

straightforward is environmental stochasticity,

where the value of a demographic parameter

changes over time. Recall the density-independent,

discrete-time model Ntþ1¼Ntl where l is the

annual population growth rate. This model impli-

citly assumes that the value of l is constant, but in

fact it will almost certainly vary from generation to

generation; we might better write the equation

Ntþ 1¼Nt lt to emphasize this fact. Note that

environmental stochasticity affects the demo-

graphic rates of all individuals in a population in

the same way, and that this effect is independent

of population size (Lande et al., 2003). Much

research in identifying factors generating envir-

onmental stochasticity has focused on climate

(Stenseth et al., 2002), although in principle any

other factor with unpredictable effects on popula-

tion parameters can contribute to this process.

Let us return to the discrete-time model of a

population with non-overlapping generations,

Ntþ 1¼Nt l, and for the sake of argument assume

that the value of l is actually constant over time.

But this does not mean that every single individual

in the population will produce exactly l female

offspring. In the real world there will always be

some between-individual variation or demographic

stochasticity. For example, consider a parasite that

searches randomly for hosts into which it lays a

single egg; if the average parasite lays l female

eggs then some will by chance discover more hosts

and some by chance fewer. This is a Poisson pro-

cess where the variance is the same as the mean.

One can imagine other natural histories where

the variance is much less than a Poisson process

(vertebrates that normally produce one offspring

a year) and others where the variance is much

greater (organisms living in a highly hetero-

geneous environment). Now suppose the popula-

tion is small: by chance all individuals in one

generation may experience low reproduction and

so the following year the population size would

be significantly less than the expected Nt l. Of

course, the probability of simultaneous episodes
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Figure 3.10 Time series of the number of larval
beetles in laboratory populations for different rates of
pupal mortality which were artificially manipulated.
Theoretical models predict that the population in
panel a should have a stable equilibrium, panel b
should be chaotic, and panel c should have a three-
point cycle. The experimental data show good
agreement with the predictions (after Costantino
et al., 1997).
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of good or bad luck become progressively more

unlikely in larger populations and hence demo-

graphic stochasticity is most important in small

populations. In many ways, its action is similar to

drift in population genetics.

A further random process that is sometimes

distinguished is catastrophic stochasticity: random

events that destroy the whole population irre-

spective of its size or current demographic

parameters. We shall not discuss this type of ran-

domness further here, although it is particularly

relevant to studies of metapopulations (see

Chapter 4 in this volume) and also in conservation

biology where populations may be wiped out by

human action that can at least be approximated as

a random process.

3.3.2 Density-independent populations

Let us now see how stochasticity affects popula-

tion growth rate and population projection. For

ease of explanation we shall stick to discrete-time

models although the same principles apply to

populations that reproduce in continuous time.

Return once again to the model Ntþ 1¼Nt lt where

the subscript to the population growth rate

emphasizes that it varies between generations,

specifically with mean �l and variance sl. This is

the way that randomness is most frequently dealt

with in population models, and has been referred

to as the equilibrium treatment of noise (Coulson et

al., 2004). If we take logarithms then we can write

Log½Nt� ¼ log½N0� þ
Xt�1

x¼0

log½lx�: ð3:9Þ

If the values of l vary independently over time,

then the right-hand term is the sum of indepen-

dent random variables, which the Central Limit

Theorem tells us is asymptotically normally dis-

tributed. This implies that population size itself is

lognormally distributed. There are some com-

plexities in calculating long-term population

growth rates in this case (Lewontin and Cohen,

1969). An intuitive procedure might be to see

how expected population size grows with time. A

simple calculation reveals it increases exponen-

tially at a rate determined by �l. But the expected

population size is dominated by very rare, huge

population sizes in the upper tail of the distribu-

tion. In fact the modal population size, the popu-

lation size that will actually be observed in the

field, grows not at a rate determined by the simple

arithmetic mean, �l, but the geometric mean

l0 �l1 �l2� � �lt�1ð Þ1=t.
Several biologically interesting results follow

from this. First, as long as there is some variance in

l the geometric mean will always be lower than

the arithmetic mean: poor years have a greater

negative effect on population growth than the

positive effect of good years. Second, a single year

with zero net reproduction (l¼ 0) renders the

long-term growth rate 0. This makes intuitive

sense as the population goes extinct, but note that

this is not what a calculation based on the arith-

metic mean would suggest. Finally, recall that in

the deterministic case persistence was very

straightforward: a population would increase if

l> 1 and decrease if l< 1. The situation is now

more complicated: populations with geometric

mean growth rates less than one will always ulti-

mately go extinct, but some may persist for a long

period of time if by luck they experience a chain of

propitious years. Similarly, although populations

with geometric growth rates greater than 1 will

tend to persist, some will by bad luck go extinct. In

fact populations which will, on average, grow to

infinity also have a probability of extinction of 1 for

very long periods of time. This can be seen very

simply: if E(Nt)¼T2, where t represents time and T

is the length of time since the simulation began,

the probability of extinction can be written as

1� 1/T. When T gets very large, the expected

population size tends to infinity and the prob-

ability of extinction tends to unity as 1/T approa-

ches 0. It is possible to calculate the distribution of

persistence times of populations governed by dif-

ferent distributions of growth rates, and this may

be helpful in population management.

In many ways the population effects of demo-

graphic stochasticity are similar to its environ-

mental counterpart. It will increase the variance in

l and so tend to reduce long-term growth rates,

and increase the probability of extinction by bad

luck. The major difference is that its effects become

very weak as population size increases. Indeed, the
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total variance in reproductive rates can be thought

of as the sum of two components, VE (environ-

mental stochasticity) and VD/N (demographic

stochasticity divided by population size). A rea-

sonable rule of thumb is that demographic sto-

chasticity can be ignored for populations with

more than 50 or so female breeders, though note

that the population size of large carnivores, even in

extensive nature reserves, can often be below this

threshold.

We stated above that we were assuming that

stochastic effects were uncorrelated over time.

Often this will not be the case, especially for short-

lived organisms that might, for example, have

several generations in a single summer. Quite

frequently there will be a positive correlation

between the random component of population

growth rates in successive seasons (the term red

noise is sometimes used for these positively corre-

lated random effects). The most important effect of

correlated stochasticity is to increase the severity of

poor breeding seasons that now tend to follow one

another. We note in passing that correlated red

noise may lead to patterns in population dynamics

that may be very hard to distinguish from an

underlying deterministic cause, especially in

structured populations. There can also be correla-

tions between environmental and demographic

stochasticity, in particular the effect of demo-

graphic stochasticity on population growth may be

higher in years when the consequences of envir-

onmental stochasticity are most severe, a clear

concern in conservation biology.

The arguments above apply also to structured

populations, though with some complications.

First, there is no longer a simple relationship

between arithmetic and geometric population

growth rates, but a stochastic equivalent to the

deterministic growth rate can be calculated

(Tuljapurkar, 1982). As with the unstructured pop-

ulation, adding stochastic effects always reduces

long-term growth rates. Second, certain age or

stage classes may be much more susceptible to

stochastic perturbation than others. Random

effects may thus lead to perturbations that disrupt

the age-structure of the population (structural

variance; Coulson et al., 2001; Lande et al., 2002).

Here, stochasticity influences the population

dynamics via two routes. First, stochasticity has a

direct effect on the size and structure of the current

population. Second, these changes influence the

future trajectory of the population. This interaction

between stochasticity and the deterministic skele-

ton is sometimes referred to as the active treatment

of noise, and is currently an area of considerable

interest in population biology research. Such

effects always reduce the tendency of the popula-

tion to reach a stable age distribution and, in

anticipation of the next section, can also have

important consequences on population regulation

if the strength and action of density dependence is

also influenced by population structure.

3.3.3 Density-dependent populations

In a real stochastic environment a population is

highly unlikely to remain at the exact same equi-

librium value from one generation to the next. But

it is still reasonable to talk about an equilibrium if

populations above a certain value tend to decline

in numbers, and those below the same value tend

to increase. Conceptually we can think of an

equilibrium not as a fixed population density, but

as a probability distribution that remains the same

over time and which determines the likelihood of

observing the population at any particular level of

abundance (Turchin, 2003). Of course, we should

also consider the possibility that a population,

even one that tends to increase when rare, goes

extinct through a run of bad breeding seasons.

More generally, stochastic effects can cause a

population to shift from one type of dynamic

behaviour to another. Figure 3.5 depicted the

dynamics of a species with two locally stable equi-

libria; it is possible that a sufficiently large random

perturbation can move the population from the

domain of attraction of one equilibrium to that of

the other. Similarly, where there is an Allee effect a

species is unable to increase in density when rare so

zero population density is locally stable; random

effects can push a species density below the critical

threshold that leads to extinction. It is also possible

that a species that for some reason has fallen below

the threshold can be rescued by a random set of

good breeding seasons. Of course, even when a

species can increase when rare, stochastic extinction
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is permanent if there are no sources of migrants to

rescue the population. This treatment of stochasti-

city in population models has been called the pas-

sive treatment of noise.

The shape of the equilibrium probability dis-

tribution of abundances will obviously be deter-

mined by the magnitude and direction of the

stochastic perturbations to the demographic para-

meters, but also by the dynamic consequences of

the perturbations; that is, the interaction of the

noise with the deterministic dynamics. Consider

unstructured populations with deterministically

stable equilibria which are approached either

smoothly (Figure 3.3) or by damped oscillations

(Figure 3.7a). It is very likely that the first popu-

lation will tend to return towards the equilibrium

faster than the population with damped oscilla-

tions, and for the same amount of environmental

stochasticity will have a lower variance equili-

brium population density. A population with an

oscillatory approach to a stable equilibrium can

more easily be prevented from reaching that

equilibrium and thus appear to the observer to be

persistently cyclic. This type of dynamic behaviour

has been termed quasicyclic (Nisbet and Gurney,

1976) and has been seen in several experimental

systems, including the flour beetle study described

above as an example of chaos (Costantino et al.,

1997).

Consider an unstructured dynamic system that

is at the edge of chaos, perhaps showing persistent

cycles. If one or more parameters were changed

slightly, it would move from persistent cycles into

the region of chaos where its dynamics would be

governed by a strange attractor. Near this thresh-

old, the transient behaviour of the population

before it settles into persistent cycles can be very

complex. Although in this region there is not a

strange attractor, dynamics may be influenced by

an object called a strange repeller (Rand and Wilson,

1995), which like a strange attractor is a fractal, but

repels rather attracts dynamic trajectories. One can

think of the system like the ball in a pinball

machine, careering from buffer to buffer, perhaps

for a significant period of time. Indeed, this beha-

viour may go on for ever if stochastic perturba-

tions are large enough to prevent the system ever

from settling on the stable cycles. The time series

produced by such a process can be indistinguish-

able from chaos: it can show exactly the same

extreme sensitivity to initial conditions, and

attempts to reconstruct the attractor would suggest

that it had a non-integer number of dimensions.

In discussing the bifurcation diagram in Figure

3.8 we already noted how random effects would

interact with the deterministic component of the

dynamics to give chaotic population behaviour

throughout the region beyond the ‘point of accu-

mulation’, even though here there are narrow

windows of cyclic behaviour. As with chaotic

repellers this is another example of the impossi-

bility of separating the deterministic and stochastic

aspects of population dynamics in general and

chaos in particular.

Although it may seem unarguable that we

should seek to develop models with both sto-

chastic and deterministic components, exactly how

to do this is not always obvious. For example,

adding one type of noise to a model with a

deterministically stable equilibrium and a different

type of noise to a model governed by a chaotic

attractor can produce dynamics that equally well

match the type of data that ecological field studies

produce. Also it is often not clear how stochasticity

should be introduced into the model, onto which

demographic parameters, and with what correla-

tion structure. Nevertheless, we are optimistic

about the future. For the analysis of time series and

other observational data there are a variety of new

statistical methods and techniques that will help

identify the major stochastic drivers, and reveal

how they interact with the underlying biology of

the species (Coulson et al., 2001; Lande et al., 2003;

Turchin, 2003; Stenseth et al., 2004). There is also an

increasing willingness of ecologists to experiment,

both in the laboratory and the field, and to inte-

grate modelling with experimental design and

analysis.
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CHAPTER 4

Metapopulations and their
spatial dynamics

Sean Nee

4.1 Introduction

The study of metapopulation dynamics has had a

profound impact on our understanding of how

species relate to their habitats. A natural, if naı̈ve,

set of assumptions would be that species are to be

found wherever there is suitable habitat that they

can get to; that species will rarely, if ever, be found

in unsuitable habitat; that they will be most

abundant in their preferred habitat; that species

can be preserved as long as a good-size chunk of

suitable habitat is conserved for them; and that

destruction of a species’ habitat is always detri-

mental for its abundance. We will see that none of

these reasonable-sounding assumptions is neces-

sarily true. Metapopulation biology is a vast field,

so to focus this chapter I will be guided partly by

questions relevant to conservation biology.

There are two important kinds of metapopula-

tion. The so-called Levins metapopulation idea

(Levins, 1970) is illustrated in Figure 4.1. It is

imagined that patches of habitat suitable for a

species are distributed across a landscape. Over

time, there is a dynamical process of colonization

and extinction: the colonization of empty patches

by occupied patches sending out colonizing pro-

pagules and the extinction of local populations on

occupied patches. This extinction can occur for a

number of reasons. Small populations are prone to

extinction just by the chance vagaries of the

environment, reproduction, and death—environ-

mental and demographic stochasticity (May,

1974b; Lande et al., 2003). An example of a species

for which this is important is the Glanville fritil-

lary butterfly (Melitaea cinxia), which has been

extensively studied by Hanski and colleagues

(Hanski, 1999). This Scandinavian butterfly lives

in dry meadows which are small and patchily

distributed. Another reason for local population

extinction is that the habitat patch itself may be

ephemeral. For example, wood-rotting fungi will

find that their patch ultimately rots completely

away (Siitonen et al., 2005) and epiphytic mosses

will ultimately find that their tree falls over (Snall

et al., 2005).

Figure 4.1 The Levins metapopulation. Shaded circles are habitat
patches with a local population of a species: empty circles are empty
habitat patches. An arrow from a filled circle to an empty circle
indicates a colonization event: an arrow turning back on itself onto a
filled circle indicates an extinction. Two successive periods in the life
of a metapopulation are illutrated. The long-term dynamics have been
likened to the asymmetrical blinking on and off of Christmas tree
lights (Wilson, 1992). Although extinction is the ultimate fate of
any local population, nonetheless the species can persist as a
metapopulation.
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The second type of metapopulation consists of

local populations connected by dispersal, but

without the extinction of the local populations.

This type has been studied intensively in popu-

lation genetics, the terminology of which refers

to populations and subpopulations rather than

populations and metapopulations. (Perhaps eco-

logists look up, star-wards, whereas population

geneticists look down, navel-wards?) As an

example of this type of metapopulation we will

specifically look at source–sink metapopulation

dynamics, illustrated in Figure 4.2. In this model,

populations in patches of good habitat sustain

populations in poor habitat.

Both types of metapopulation are, of course,

abstractions, just like the concept of a population

itself. And there are many important related

abstractions, like the mainland/island concept of

island biogeography (Macarthur and Wilson,

1967), which can be viewed as a hybrid of the

above two ideas. For conservation biology, one

important way that reality departs from the pure

Levins metapopulation is that different local

populations may have different extinction prob-

abilities and some patches may be more accessable

for dispersal than others (Harrison and Taylor,

1997). Hanski has elaborated metapopulation

theory further to incorporate these and other rea-

listic features (Hanski, 1994).

The structure of this chapter is somewhat unu-

sual in that I will split the discussion of the Levins

metapopulation in two and sandwich the source–

sink section in between. This is done to highlight

(1) how much can be done with very simple

models that are essentially nothing more than

cartoons and (2) the power of graphical models

(see also Chapters 3 and 5).

4.2 The Levins metapopulation model

We will now consider Levins’ metapopulation

models in more detail. Book-length treatments

exist (Hanski and Gilpin, 1997; Hanski, 1999).

There are different biological systems that can be

studied within the framework of metapopulation

theory. The patches and local populations may

correspond to their ordinary meanings: local

populations of butterflies in a meadow or shrews

on different islands, for example. Of course, it

must be established that the dynamical processes

of colonization and extinction are actually occur-

ring. So, for example, Smith and Green (2005)

conducted a meta-analysis to see if the metapo-

pulation paradigm is appropriate for pond-

dwelling amphibians (it largely is). But there are

other systems that also belong in the metapopu-

lation framework and some of these are listed in

Table 4.1. This more abstract view received pro-

minence after the work of Lande in his celebrated

study of the Northern spotted owl (Lande, 1987,

1988a, 1988b), a territorial species, although Hast-

ings (1980) may have been the first to adopt it in

the study of coral dynamics.

This chapter discusses metapopulations at a

general level that can encompass all these differ-

ent biologies. The disadvantage of this approach

is that the devil may be in the detail and a

metapopulation analysis that is biology-general

SinkSource

Figure 4.2 Source and sink populations. In the simplest case, there are two habitat patches of different types, only one of which is of sufficient
quality to sustain a population (the source population). However, a population can be maintained in the suboptimal habitat (the sink population)
if it is topped by immigration from the population in the optimal habitat. Reproduction may occur in the sink habitat, but at a level that is
insufficient to maintain the population in the absence of immigration. The relative sizes of the circles are chosen to make the point that the sink
population may be much larger than the source.

36 T H EOR E T I C A L E CO LOGY



(biology-free?) may lack features essential to

understanding a specific problem at hand. The

advantage of the approach is that one can gain

insight into general properties of metapopulation

dynamics that are not specifically tied to any par-

ticular biological detail. An additional advantage is

that results derived in one context can be seen to

be relevant in other contexts. For example, as

indicated in Table 4.1, epidemiology is a version of

metapopulation biology and, as a vast and mature

field, may have results that can be plundered

for use in other contexts. We will see examples in

this chapter. Another recent example of the virtue

of an abstract view of models, if it had been taken,

comes from the neutral theory of biodiversity

(Hubbell, 2001), where much time and effort was

spent re-deriving results that are well known in the

neutral theory of population genetics (Nee, 2005).

The basic Levins metapopulation model is illu-

strated in graphical form in Figure 4.3. The moti-

vation for the colonization curve is simple. If there

are no colonized patches, then there are no pro-

pagules available to colonize empty patches and

therefore no colonization is occurring. Similarly,

no colonization of empty patches can occur when

all the patches are occupied. Colonization of empty

patches will occur at the highest rate at inter-

mediate values of patch occupancy, when there are

a lot of patches emitting propagules and a lot of

empty patches available for colonization. The

extinction curve is straightforward: the more pat-

ches there are then the more patches in which

extinction can occur.

The curves in Figure 4.3 are the simplest ones

that satisfy these assumptions—parabolas and a

straight line. Various simple, analytical results are

derived with these functions below. But we can

derive some important results from both the graph-

ical model and with simple reasoning.

4.2.1 Empty habitat

At equilibrium, not all patches are occupied

(Figure 4.3). Furthermore, depending on the nature

of the curves, a substantial fraction of the patches of

perfectly suitable habitat may be unoccupied.

Hanski (1996) discusses the work of Boycott in the

1920s, who studied the colonization and extinction

of snail populations in ponds over a 10-year period.

Boycott demonstrated with transplantation experi-

ments that ponds without a population of a parti-

cular snail species were nonetheless perfectly

suitable habitat. The large differences between

people in the species composition of their intestinal

flora (Eckburg, 2005) must, at least in part, be a

consequence of this fundamental fact about

metapopulations. There are many examples of

unoccupied—but perfectly suitable—habitat from

epidemiology: only a fraction of a population is ever

infectedbyan infectious, endemicdisease organism.

For example, about 25% of us have the bacteria

Helicobacter pylori living in our stomachs. A striking

demonstration that uninfected people are none-

theless suitable habitat was provided by Barry

Marshall, who showed that Helicobacter causes

stomach ulcers with true Austalian directness: he

Table 4.1 Some less obvious examples of Levins metapopulations.

Example Local population Patch Colonization Extinction

Territorial species

(Lande, 1987)

Breeding pair Territory Occupation of empty

territory

Death

Sessile organisms (Hastings,

1980; Stone, 1995)

Single individual Sufficient, suitable,

space for an individual

Establishing in the

space

Death

Gut flora Bacterial population Individual gut e.g. Neonatal

ingestion of feces

Host death or treatment

with antibiotics

Infectious disease organisms

(Nee et al., 1997)

Individual viral load,

for example

Host individual Infection Host death or recovery

Persistent infection, e.g. HIV Intracellular agent Suitable cell,

e.g. CD4 T-cells

Entry into cell Cell death
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drank a flask of bacterial culture and was success-

fully colonized and ulcerated. For two millennia,

since the Roman physician Galen, medical ortho-

doxy has held that excess acid in the diet causes

stomach ulcers: one Australian drinking a flask of

bacteria consigned this orthodoxy to the dustbin

of history.

4.2.2 Eradication threshold

Suppose that habitat destruction occurs, either by

paving over patches or vaccinating individuals, for

example (from the point of view of an infectious

disease, vaccination is a wanton act of habitat

destruction). As illustrated in Figure 4.3, habitat

destruction has the effect of lowering the coloni-

zation curve and making it less steep towards the

origin. This is because colonization is hampered by

the reduction in the number of patches available to

actually colonize: for example, visualize seeds

landing on tarmac where before there was a patch,

or a person sneezing on someone who is vacci-

nated against a disease. If destruction is so exten-

sive that the slope of the colonization curve at the

origin becomes smaller than the slope of the

extinction curve, extinction is inevitable and this

does not require all or even necessarily a sub-

stantial fraction of patches to be destroyed.

Epidemiology told us long ago that it is not

necessary to vaccinate 100% of a population to

eradicate an infectious disease (Anderson and

May, 1991). So we say there is a threshold level of

patch destruction above which extinction will

occur, and this is called the extinction or eradica-

tion threshold.

Note that metapopulation extinction does not

occur instantly when destruction exceeds the

threshold. Just like a population in which birth

rates are always, marginally, less than death rates,

the metapopulation may dwindle to extinction on

a long time scale. This fact has been called the

extinction debt (Tilman et al., 1994) to recognize

that the habitat destruction of today may have to

be paid for in the future with extinctions.

What is the threshold? This can be computed

very simply, using an argument from epidemiol-

ogy used to estimate R0 (Anderson and May, 1991),

which is the number of individuals infected by a

single infected individual introduced into a wholly

susceptible population (see Chapter 10 in this

volume). At the equilibrium level of patch occu-

pancy in the pristine world, y*, which is where the

highest colonization curve and extinction curve

intersect in Figure 4.3, 1 – y* patches are unoccu-

pied and so are available to be colonized. At

equilibrium, each patch, over the course of its

‘lifetime’ colonizes, on average, one empty patch;

with fewer than 1 – y* empty patches, each

occupied patch will colonize less than one other

patch. Imagine a world with fewer than 1 – y*

patches and a metapopulation consisting of a sin-

gle occupied patch in this world. Over the course

of its lifetime, the patch will colonize less than one

patch and so the metapopulation will go extinct.

Hence, the threshold level of destruction is simply

y*. This argument can be generalized to other

ecological relationships (Nee, 1994): for example, it

can be used to calculate the minimum prey car-

rying capacity needed to sustain a predator

population.

The above argument does, of course, make

assumptions. In epidemiology, these are known as

weak homogenous mixing (Anderson and May,

1991) and assume, for example, that all patches are

roughly equivalent in their colonization and

extinction properties. A particularly important

assumption, from the conservation point of view,

is that there is no rescue effect.

The rescue effect (Hanski, 1999) is the exact

metapopulation equivalent of the Allee effect in

population biology (Stephens and Sutherland,

1999). The Allee effect describes a situation in

which either birth rates decline or death rates

increase at low densities. Many biological features

of species can produce an Allee effect. For

example, plants may have difficulty getting polli-

nated at low densities or animals that rely on social

defence against enemies may find these breaking

down at low densities. For example, smaller

colonies of sea birds suffer higher predation (Ser-

rano et al., 2005). The effect is also known as

inverse density dependence (Begon et al., 1996a).

In metapopulation biology the rescue effect may

result if an input of colonists into a patch lowers

the patch extinction rate. In this case, at lower

38 T H EOR E T I C A L E CO LOGY



levels of patch occupancy there will be a lighter

rain of colonists over the metapopulation and the

patch extinction rate may rise. As illustrated

graphically in Figure 4.4, this results in a threshold

level of patch occupancy below which the meta-

population will go extinct.

A consequence of this effect is that we may

expect to find in nature a bimodal distribution of

patch occupancy, with species found in either

many patches or none (Hanski, 1982; Hanski et al.,

1995). We may also find a minority of species at

intermediate levels of occupancy, either because

the metapopulation is in transit from one equili-

brium to another or because of immigration of the

species from high-occupancy metapopulations

outside the study area.

An example of this is provided by worms

inhabiting mammalian intestines (Arneberg and

Nee, unpublished work). Nematode worms

have sexual reproduction whereas cestodes are

effectively asexual (they are self-fertilizing). May

(1977a) demonstrated that sexual reproduction can

produce multiple equilibria as a result of the dif-

ficulty of finding a mate at low abundance. This

suggests that we should find a bimodal distribu-

tion of patch occupancy (the proportion of indivi-

duals harbouring worms, i.e. the prevalence) in

studies of nematodes, but not cestodes. Data col-

lected and analysed by Per Arneberg show this is,

indeed, the case: see Figure 4.5.

4.3 Source–sink metapopulations

Population biologists have long paid attention

to heterogeneities in populations—in age, for

example—and to the effects of these hetero-

geneities on population dynamics (see Chapter 3 in

this volume). Also, the effects of heterogeneity in

time in the environmental factors affecting birth

and death rates have also been considered exten-

sively (Lande et al., 2003). It is a somewhat more

recent interest to consider the effects of hetero-

geneity in habitat. But as habitat is modified and

destroyed by humans, ecologists are increasingly

interested in this heterogeneity as well.

Habitats vary in their suitability for species in

terms of the individuals’ needs for survival and

reproduction. Obviously, penguins would be
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Figure 4.4 Threshold level of patch occupancy. As in Figure 4.3, the
parabola is the colonization curve and here the piece-wise straight
line is the extinction curve. The lower, left-hand equilibrium is
unstable, and if the metapopulation size falls below it, extinction will
result. For a general review of population models with this sort of
behaviour see May (1977a).
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Figure 4.3 The basic Levins metapopulation model. This illustrates
how the metapopulation colonization rate (parabolas) and extinction
rate (straight line) vary as a function of the overall level of patch
occupancy, expressed as a fraction of the total number of habitat
patches in a pristine world. Illustrated are two colonization curves
corresponding to the situation in a pristine environment (top
parabola) and to the situation in which 50% of the patches, relative
to the total number of patches in the pristine environment, have been
destroyed (bottom parabola). These curves are justified in the text.
The equilibrium level of patch occupancy, y*, is found where the
colonization and extinction curves intersect. As explained in the text,
habitat destruction lowers, crucially, the slope of the colonization
curve near the origin. Marginally more destruction will result in the
colonization curve having a lower slope than the extinction curve at
the origin and extinction will be inevitable: destruction will have
exceeded the eradication threshold.
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unsuccesful in rainforest and orchids will not

thrive on a glacier, but a full continuum of less

extreme examples could be constructed. A very

simple model capturing this fact is that of source–

sink dynamics (Pulliam, 1988): see Figure 4.2.

Source habitats are those in which there is a net

outflow of individuals. In other words, not only

are the birth and death rates such that the species

can maintain a population in that habitat, but there

is a surplus production of individuals. Sink habi-

tats, on the other hand, are those in which birth

and death rates could not maintain a population:

the population only persists because of immigra-

tion into it from source habitats.

Why do organisms end up in sink habitat? In

territorial animal species, individuals may be sim-

ply making the best of a bad job if they fail to secure

territories in prime habitat. An important point is

that sink habitat may not be obviously bad: it may

support some reproduction, just not, in the long

run, enough to sustain the species and, from an

animal’s point of view, some reproduction is better

than none. Perhaps the most poignant example

comes from Arctic ground squirrels (Carl, 1971),

discussed with other examples by Pulliam (1996).

Prime land for colonies is scarce and squirrels that

are forced out burrow in the banks of creeks that

are prone to flooding, which drowns them: so this

is almost literally sink habitat. Another example of

almost literally sink habitat comes from a study of

rolled leaf beetles (Cephaloleia fenestrata), which

suffer lower survivorship in areas prone to flood-

ing (Johnson, 2004).

Plants have little choice about where they

end up. Fig seeds are dispersed to Krakatau by

birds and grow to healthy trees. Unfortunately,
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Figure 4.5 Data on worm prevalence were collected from the literature. The counts are of the prevalence of a particular worm species in a
particular study. So, for example, one datum is the prevalence of the nematode Ascaris suum in a study of 48 feral swine on an island in Georgia,
USA. The top histogram shows data for nematodes and the bottom for cestodes. As expected, the sexual nematodes exhibit bimodal prevalences
whereas the cestodes do not. This result is unaffected by the choice of bin size.
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however, there are no fig wasps to pollinate them

(Pulliam, 1996). It is possible that the vagaries of

seed dispersal are more important for tropical

plants than for temperate ones: the latter have the

option of waiting in a seed bank until they detect

that suitable conditions have arisen for them.

Many disease organisms may be like plants, with

little say where they end up: humans are sink

habitat for Ebola virus, for example.

The presence or absence of predators often

determines whether a habitat is source or sink for a

species. The presence of trout in beaver ponds

turns them into a sink for mayflies (Caudill, 2005)

and egg-eating hedgehogs turn Scottish islands

into sinks for sea birds (Jackson et al., 2004). Allee

effects may also be responsible for sinks. The

population of gastropods and bivalves in the deep

ocean is maintained by immigration from above:

density in the abyss is too low for successful

reproduction (Rex et al., 2005).

The source–sink metapopulation idea is an

example of a simple model that allows us to

immediately see clearly some important possibi-

lities about the world that were not previously part

of our mental furniture (Pulliam, 1996). It is

entirely conceivable, for example, that most

members of a species live in sink habitat. This

could be the case if the sink is not too bad, with

long-term average birth rates only marginally less

than death rates and if source habitat is highly

productive. Hence, inferences about a species’

preferred habitat based on where we typically find

it may be completely wrong. Also, there are clear

conservation implications: it is far better to pre-

serve a small amount of source habitat than a

large amount of sink, so we need to know the

difference.

Unfortunately, this may not be easy: it may be

very difficult to actually identify sink habitat even

with detailed information on the vital rates of the

residents and immigrant numbers. It is entirely

possible for what is actually source habitat to be

identified as sink habitat: i.e. the death rates of the

residents being higher than the birth rates and the

population deficiency being made up by immi-

gration. Suppose density-dependent population

regulation is acting on birth rates. Since, at equi-

librium population size, the total per-capita birth

rate must equal the total per-capita death rate then

the birth rate of the natives must decline if there is

immigration. A graphical model of sinks and

pseudo-sinks is given in Box 4.1.

4.4 Two–species Levins metapopulations

Obviously, the simple Levins metapopulation

model can be extended in many directions. For

example, Hastings (2003) allows patch extinction

to be a function of patch age, which might arise as

Box 4.1 A graphical model of sinks and pseudo-sinks

For simplicity, we just look at the effects of immigration
into a population, so we do not look at reciprocal effects
between populations. This would correspond to a situation
of asymmetries in migration.
Figure 4.6 illustrates how the per-capita birth rates of

residents, b, and death rates, d, vary as a function of local
population size, N, in some time interval—for example, a
year. The effect of migration, m, is equivalent to an
elevation in the birth rate and a stable population, N*,
may exist. In a true sink, as in Figure 4.6, the population
cannot exist in the absence of immigration as the b curve
is lower than the d curve for all population sizes. Note that
no attempt has been made to draw the bþm curve
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Figure 4.6 Graphical model of a true sink. See box text for
details.
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a result of successional processes, for example.

Whereas a necessary condition for metapopulation

persistence in the Levins model is simply that the

colonization rate exceed the extinction rate (see

below), the condition for persistence in Hastings’

more general model is that the colonization rate be

greater than 1/A, where A is the average age of the

patches. Keymer and colleagues (Keymer et al.,

2000) study a spatially explicit model of ephemeral

habitat patches and find that metapopulation per-

sistence is affected by the rate of patch turnover as

well as the amount of habitat destroyed, which

resonates with Hastings’ result.

Here I discuss the extension of the Levins model

to interactions between two species with a variety

of ecological relationships. It is now necessary to

study simple mathematical models to gain

insights. We will start with the one-species Levins

model and then extend it. Definitions are as

follows.

x(t) The fraction of empty patches, relative to the

total number of patches in the pristine world; y(t)

the fraction of occupied patches, relative to the total

number of patches in the pristine world; h the

fraction of habitable patches, relative to the total

number of patches in the pristine world; h¼ 1 in

the original Levins’ model; more generally xþ y¼ h;

c colonization rate parameter; e extinction rate

parameter.

As discussed in the text and illutrated in Figure

4.3, the simplest sensible model sees colonization

as a multiplicative function of x and y and

extinction as a linear function of x. Hence:

dx

dt
¼ ey� cxy

dy

dt
¼ cxy� ey

ð4:1Þ

We do not, of course, need both of these equations:

we could simply substitute, for example, x¼ h� y

in the second one and work with that alone. This

would also make more obvious the fact that colo-

nization is a quadratic function. But this redun-

dancy makes what comes later more transparent.

In epidemiological terms, this is a model of an

infectious disease with only two host types: sus-

ceptible and immune.

At equilibrium there is no overall change: dx/

dt¼dy/dt¼ 0. There are thus two possible equi-

libria. One has y*¼ 0 and, consequently, x*¼ h. The

second equilibrium is:

x� ¼ h� y� ¼ e=c

y� ¼ h� e

c

ð4:2Þ

Analysis shows that this equilibrium is stable to

perturbations. The first equilibrium is stable only if

h< e/c. If h> e/c then a small propagule of the

species introduced into the empty habitat would

grow into a viable metapopulation of size h� e/c.

In short, if the fraction of patches occupied in the

pristine world, h¼ 1, is y�0 ¼ 1� e=c, then the cri-

terion for the extinction of the metapopulation

(y*! 0) is to reduce the fraction of habitable pat-

ches from h¼ 1 to h ¼ e=c ¼ 1� y�0: As discussed in

the text that fact is not dependent on this particular

mathematical model.

realistically: so, for example, if a constant number of
migrants arrives each time unit, then the apparent effect
on per-capita birth rates will be a function of N.

In a pseudo-sink (Figure 4.7; all symbols are as above)
in the absence of immigration a stable population can
exist, where the b curve intersects the d curve, so it is not a
sink. Immigration is equivalent to an increase in the birth
rate, so the population size rises to a new equilibrium, N*.
At the new equilibrium, the resident birth rate alone is
insufficient to compensate for deaths.

Further graphical modelling can be done to explore, for
example, the effects of migration and symmetry between
habitats of different quality.
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Figure 4.7 Graphical model of a pseudo-sink. See box text for
details.
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4.4.1 Competing species

Imagine two species coexisting as metapopulations

even though they exploit the same habitat patches.

This coexistence can come about if there is a com-

petitive asymmetry such that the inferior compe-

titor is either (1) a superior colonizer—for example,

a weedy species leading a fugitive existence—or

(2) has a much lower patch extinction rate than

the superior competitor. With increasing interest in

competitive interaction in multiple infections (Read

and Taylor, 2001), we expect to soon have a biolo-

gical example of the latter from epidemiology. For

simplicity, we will assume that a superior compe-

titor arriving on a patch occupied by an inferior

competitor immediately eliminates it. It is straight-

forward to extend the previous model. Empty pat-

ches are still denoted as x, patches occupied by the

superior competitor as y, and patches occupied by

the inferior competitor as z. Using subscripts s for

superior and i for inferior, the model is:

dx

dt
¼ �csxyþ esy� cixzþ eiz

dy

dt
¼ csyðxþ zÞ � esy

dz

dt
¼ cizx� cszy� eiz

ð4:3Þ

Finding the equilibrium solution of the simple

Levins model required solving a linear equation.

Finding the solution to this simple extension just

involves solving a quadratic equation. We will just

focus on two interesting features of the solution: a

full account can be found in Nee and May (1992)

and an extended discussion of related models in

Nee et al. (1997), including the appearance of

models of this form in the study of the evolution of

virulence (Nowak and May, 1994).

The equilibrium solution to this model is:

x� ¼ h� y� � z�

y� ¼ h� es
cs

z� ¼ esðcs þ ciÞ
csci

� ei
ci
� hcs

ci

ð4:4Þ

From the expression for z* we can, with some

algebra, derive a necessary condition for coex-

istence to occur:

ci
ei
>

cs
es

ð4:5Þ

In epidemiological terms, this expression says that

the R0 value of the inferior competitor must be

higher than the R0 value of the superior competitor.

The R0 of a species is simply the number of patches

a single patch would colonize, in an empty, pris-

tine world before suffering local extinction.

The expression for z* has another interesting

feature. Notice that increasing habitat destruc-

tion—decreasing h—increases the abundance of the

inferior competitor: this is because the abundance

of the superior one declines. This is true only up to

a point: once the superior competitor is eliminated

entirely, then the abundance of the inferior

declines with decreasing h. This result is robust:

the same qualitative result has been found in more

realistic models (Nee et al., 1997).

4.4.2 Predator–prey metapopulations

We imagine a specialist predator that drives local

populations of its prey—subscript v for victim—

extinct upon dispersing into them and, conse-

quently, the predator (subscript p) goes extinct

itself. A possible biological example of this is the

relationship between prickly pear cactus, Opuntia,

in Australia and its specialist control agent, the

Cactoblastis moth. Plant–fungal pathogen systems

may also belong to this category (Laine, 2004). A

remarkable study system combines both this cate-

gory and the previous one. The Glanville fritillary

butterfly, a well-studied metapopulation, has two

specialist, competing, species of parasitoids and

the inferior competitor is the superior disperser

(Lei and Hanski, 1998; van Nouhuys and Hanski,

2002). Huffaker’s famous mite-orange experiments

belong in this category (Huffaker, 1958).

A simple model of a predator–prey metapopu-

lation is:

dx

dt
¼ evyþ epz� cvxy

dy

dt
¼ cvxy� cpyz� evy

dz

dt
¼ cpyz� epz

ð4:6Þ
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where y denotes prey-only patches and z denotes

patches with both predators and prey.

A full discussion of this model can be found in

May (1994) and Nee et al. (1997). The equilibrium

for this model is:

x� ¼ h� y� � z�

y� ¼ ep
cp

z� ¼ cv
cv þ cp

h� ep
cp

� ev
cv

� � ð4:7Þ

Here we note one interesting feature of this equi-

librum—the expression for y* tells us that habitat

destruction has no effect on equilibrium prey

abundance. (Again, only up to a point: once the

predator is extinct, prey abundance declines with

increasing destruction.) This is, in fact, true of a

very broad class of predator–prey models, not just

this metapopulation model. As discussed in Nee et

al. (1997), as long as predators only affect each

other through their consumption of prey (so they

are not territorial, for example) then this result

holds true.

4.4.3 Mutualism

Think of two species, one of which can survive

on a patch for a time, but needs another for

colonizing new patches, whereas the second

species requires the first for both survival and

reproduction: imagine a plant species and its

specialist pollinator or disperser. Plant–insect

metapopulations are reviewed by Tscharntke and

Brandl (2004). Virology provides many examples,

some quite curious. Tobacco rattle virus is actu-

ally a double act consisting of two viral particles:

the long particle carries the replicase and the

short particles carries the coat protein, so

whereas the long particle can persist in a patch

(plant) on its own, a complete cycle of infection

requires both particles.

In the following simple model, y refers to pat-

ches occupied solely by the plant (subscript p) and

z refers to patches with both plant and disperser

(subscript d).

dx

dt
¼ epyþ edz� cpzx

dy

dt
¼ cpzx� cdzy� epy

dz

dt
¼ cdzy� edz

ð4:8Þ

A complete analysis of this model can be found in

Nee et al. (1997) and an extended discussion of the

viral interpretation in Nee (2000).

The equilibium solution is:

x� ¼ h� y� � z�

y� ¼ ed
cd

z� ¼ 1

2
a� a2 � 4b

� �1=2� � ð4:9Þ

where

a ¼ h� edðcp þ cdÞ
cpcd

b ¼ eped
cpcd

ð4:10Þ
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Figure 4.8 Equilibria in mutualistic associations. As can be seen in
the expression for z* in the text, there are two equilibria and local
stability analysis (or simulation) shows that the larger one is stable. In
the figure, the solid line shows the stable equilibrium for each value
of h, and the dashed line is the unstable equilibrium—technically, it
is a saddle point. As destruction increases, eventually the two
equilibria collide in what is both mathematically and biologically a
catastrophe, leaving 0 as the only equilibrium. The parameters used
to construct this illustration are: cp¼ cd¼ 4, ed¼ 0.5, and ep¼ 1.5.
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The equilibrium solution exhibits a new, interesting

feature. In the previous models, as habitat

destruction proceeds and species approach their

eradication thresholds, their equilibrium abun-

dance at each greater level of destruction approa-

ches smoothly to zero, as can be seen in the

expressions for the equilibria. In this model, on the

other hand, that is not the case: see Figure 4.8. What

may appear to be a perfectly healthy mutualistic

association, judging by the abundance of the spe-

cies involved, can be driven to extinction by the

addition of one more car park to the landscape.

4.5 Finale

Species are to be found wherever there is suitable

habitat that they can get to. Species will rarely, if

ever, be found in unsuitable habitat. They will be

most abundant in their preferred habitat and

species can be preserved as long as a good-size

chunk of suitable habitat is conserved for them.

Destruction of a species habitat is always a bad

thing for the species’ abundance. Still sound rea-

sonable? (Lande, 1987; Pulliam, 1996; Nee et al.,

1997; Hanski, 1999)
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CHAPTER 5

Predator–prey interactions

Michael B. Bonsall and Michael P. Hassell

5.1 Introduction

Predation is a widespread population process that

has evolved many times within the metazoa. It can

affect the distribution, abundance, and dynamics of

species in ecosystems. For instance, the distribution

of western tussock moth is known to be affected

by a parasitic wasp (Maron and Harrison, 1997;

Hastings et al., 1998), the abundance of different

competitors can be shaped by the presence or

absence of predators (e.g. Paine, 1966), and natural

enemies (such as many parasitoids) can shape the

dynamics of a number of ecological interactions

(Hassell, 1978, 2000). The broad aim of this chapter

is to explore the dynamical effects of predators

(including the large groupings of insect parasitoids)

and show how our understanding of predator–prey

interactions scales from knowledge of the beha-

viour and local patch dynamics to the population

and regional (metapopulation) levels. We draw on a

number of approaches including behavioural stu-

dies, population dynamics, and time-series analysis,

and use models to describe the data and dynamics

of the interaction between predators and prey.

Predator–prey interactions have an inherent

tendency to fluctuate and show oscillatory beha-

viour. If predators are initially rare, then the size of

the prey population can increase. As prey popu-

lation size increases, the predator populations also

begins to increase, which in turn has a detrimental

effect on the prey population leading to a decline

in prey numbers. As prey become scarce then

the predator population size declines and the cycle

starts again. These intuitive dynamics can be

captured by one of the simplest mathematical

descriptions of a predator–prey interaction: the

Lotka–Volterra model (Lotka, 1925; Volterra, 1926).

Specifically, the Lotka–Volterra model for an

interaction between a predator (P) and its prey (N)

is a continuous-time model and has the form:

dN

dt
¼ Nt � ðr� a � PtÞ ð5:1Þ

dP

dt
¼ Pt � ðc � a �Nt � dÞ ð5:2Þ

where r is the prey-population growth rate in the

absence of predators, a is the predator attack rate, c

is the (positive) impact of prey on predators, and d

is the death rate of predators in the absence of their

prey resource. Graphical or analytical analyses

show that the equilibrium point (N*¼ d/(c � a),
P*¼ r/a) for this interaction is neutrally stable.

That is, the system has the propensity to oscillate

with a period determined by the model parameters

and amplitude set by the initial conditions of the

predator and prey populations (Figure 5.1a).

Although oversimplified, the Lotka–Volterra model

is a useful point of departure for understanding

further these types of ecological interaction.

A second, equally simple, model framework for

understanding predator–prey interactions is the

Nicholson–Bailey model (Nicholson and Bailey,

1935). Specifically formulated to explore the dynam-

ics of insect parasitoids (Askew, 1971; Godfray,

1994) and their hosts, the Nicholson–Bailey model

is a discrete-time model that takes the form:

Ntþ1 ¼ l �Nt � fðNt,PtÞ ð5:3Þ

Ptþ1 ¼ c �Nt � ½1� fðNt,PtÞ� ð5:4Þ

Here, l is the per-capita rate of increase of hosts

in the absence of parasitoids, c is the conversion

efficiency of hosts to new parasitoids, and f(Nt, Pt)

is the function describing the probability of hosts
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surviving parasitism. Unlike the neutrally stable

Lotka–Volterra model, for simple f(Nt,Pt) this

discrete-time model predicts divergent oscillations

of hosts and parasitoids with overexploitation by

the parasitoid leading to rapid extinction of the

populations (Figure 5.1b).

The contrasting dynamics between these two

models results from the inclusion of explicit gen-

erational time lags, which introduces age structure

into the interaction (May, 1974b; Smith and Mead,

1974; Hastings, 1983, 1984; Murdoch et al., 1987,

1997). Thus, a time-delayed version of the Lotka–

Volterra predator–prey interaction has the form:

dN

dt
¼ r �Nt�tN � fðPtÞ �Nt ð5:5Þ

dP

dt
¼ Nt�tP � fðPt�tPÞ � d � Pt ð5:6Þ

where once again r is the growth rate of prey in the

absence of predators and d is the death rate of

predators in the absence of prey. f(Pt) is the rate of

predation, and the time delays tN and tP capture

aspects of age structure. Nt�tN represents the

number of new prey entering the prey population

tN time steps ago and broadly captures the age

structure of an effectively invulnerable juvenile

stage in the prey population. Similarly, Nt�tP

represents the number of prey attacked tP time

steps ago by a predator population of magnitude

Pt�tP . This lag captures the biology of an explicit

developmental lag between predators attacking

prey and the production of new predators. Ana-

lysis of the equilibria (for particular functions for

the rate of predation) reveal that it is the inclusion

of a time lag—which is what the transition from

continuous to discrete time effectively does—

that destabilizes the predator–prey interaction

(Figure 5.2). It is this time lag that leads to the dif-

ference in the dynamics observed in the Nicholson–

Bailey and Lotka–Volterra models (May, 1973b).

5.2 Behaviour and patch dynamics

Predators do not respond instantaneously to

changes in prey density, and nor do they imme-

diately convert prey to new predators. It takes

time to find, subdue, and consume prey. These
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Figure 5.1 Dynamics of predator–prey interactions predicted by (a) the Lotka–Volterra model and (b) the Nicholson–Bailey model. In both
models, the dynamics are unstable. In the Lotka–Volterra model, the dynamics are neutral cycles with a period determined by the model
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behaviours require the investment of time and

energetic resources, and the foraging activities of

predators for prey have important consequences

for the population dynamics at a variety of dif-

ferent temporal and spatial scales (Sutherland,

1996). For instance, behavioural decisions can lead

to the increased tendency for predators to forage in a

non-random way: predators may be attracted from

long distances to localized patches of high prey

density or remain longer in habitats where prey have

already been located (Waage, 1979). These beha-

viours have implications for the way in which pre-

dators distribute themselves across patches, move

between patches, and exploit prey across patchy

environments (Bernstein et al., 1988, 1991).

The original Lotka–Volterra and Nicholson–

Bailey models assume that foraging for prey

occurs at random. However, predators rarely do

this: they encounter prey non-randomly with the

result that some prey individuals are more at risk

of attack than others. This heterogeneity, the dif-

ferential susceptibility or risk of predation, can

arise through a number of mechanisms. For

example, the physiology or genetics of individuals

may predispose some to be found more readily

than others, or prey may be segregated into pat-

ches of different densities which again may pre-

dispose some individuals to be found more

readily. The role of this spatial heterogeneity in the

distribution of prey across a habitat has attracted

considerable interest in the quest to understand

how foraging affects the dynamics of predators

and parasitoids (Bailey et al., 1962; Hassell and

May, 1973, 1974; May, 1978a).

For patchily distributed prey, a number of pat-

terns in the distribution of parasitism by insect

parasitoids have been observed (Figure 5.3). The

proportion of hosts parasitized can be a positive

function, a negative function, or independent of

host density. Early theoretical models demonstrated

that aggregation by parasitoids to patches of high

host density (leading to a positive relationship

between the fraction of hosts parasitized and host

density) was potentially a significant mechanism

leading to the temporal persistence of the interact-

ing populations (Hassell and May, 1973, 1974).

A number of reviews have examined the inci-

dence of the different patterns of parasitism in
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Figure 5.2 Stability conditions of eqns 5.1 and 5.2 in terms of the strength of predator density dependence (k) and the time delay t¼ tN¼ tP.
The line shows the minimum amount of density dependence need to stabilize the interaction and in the limit of t! 0 a version of the
continuous-time Lotka–Volterra model (with parasitoid density dependence) is recovered, whereas as t! 1 a version of the discrete-time
Nicholson–Bailey model is recovered. Differences in the dynamics between the Lotka–Volterra and Nicholson–Bailey models are a result of time lags.
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Figure 5.3 (Lessells, 1985; Walde and Murdoch,

1989; Hassell and Pacala, 1990). In these, 29% show

positive patterns of parasitism, 26% show a negative

relationship, and 45% show patterns independent

of host density. Explanations for how these

patterns might arise have focused on the role of the

functional response (Soloman, 1949; Holling,

1959a, 1959b)—that is, the relationship between

the number of prey attacked and prey density

(Hassell, 1982)—on parasitoid biology and fora-

ging (Lessells, 1985), and on the spatial scale of the

interaction (Heads and Lawton, 1983). However,

following the work of Chesson and Murdoch

(1986), the emphasis has shifted to consider the

distribution of parasitism among the prey popu-

lation as a whole rather than the different patterns

in Figure 5.3. So long as parasitism exhibits suffi-

cient variability within the host population, this can

stabilize the host–parasitoid interaction (Chesson

and Murdoch, 1986; Pacala et al., 1990; Hassell et al.,

1991a; Pacala and Hassell, 1991). This heterogeneity

in the risk of parasitism is thought to be an

important mechanism promoting the persistence

and stability of host–parasitoid interactions.

Asoriginally highlightedbyReeve et al. (1989), and

more recently explored by Gross and Ives (1999),

inferring the stability of the population dynamics

from such spatial patterns of parasitism is compli-

cated by a number of biological and statistical diffi-

culties. Variation in the between-generation patterns

of parasitism (Redfern et al., 1992), the underlying

behavioural responses by the natural enemies (Ives,

1992), or the way parasitism is distributed within

and between patches (Ives, 1992; Gross and Ives,

1999) can all lead to overestimates of the contribut-

ion of the spatial distribution of parasitism to popu-

lation stability. One alternative approach to tackling

the difficulties in understanding the effects of

spatial heterogeneity on predator–prey interactions

is to make comparisons between model predictions

of the dynamical consequences of heterogeneity

and the dynamics of actual populations.
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Figure 5.3 Patterns of parasitism from field studies. (a) Positive density-dependent response in the number of hosts (cabbage root fly, Delia
radicum) parasitized by Trybliographa rapae (Jones and Hassell, 1988), (b) negative or inverse density-dependent response to parasitism of gypsy
moth (Lymantria dispar) by the parasitoid Ooencyrtus kuwanai (Brown and Cameron, 1979), (c) independent pattern of parasitism by the
aphelinid parasitoid Coccophagoides utilis on the olive scale Parlatoria oleae (Murdoch et al., 1984), and (d) independent pattern of parasitism of
the gall midge Rhopalomyia califonica by the torymid parasitoid Torymus baccaridis (Ehler, 1987).
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5.3 Population dynamics

We have seen that theory predicts that predator–

prey interactions have an inherent tendency to

oscillate. This has indeedbeen observed in a number

of laboratory and field systems (Figure 5.4). One

classic study of a predator–prey interaction is that

undertaken by Syunro Utida to explore the

dynamics of the interaction between Callosobruchus

chinensis and its parasitoids, Heterospilus prosopidis
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Figure 5.4 Examples of predator–prey interactions from laboratory and field systems. (a) Utida’s (1957) host–parasitoid interaction between
Callosobruchus chinensis (solid line) and the parasitoid Heterospilius prosopidis (dashed line) shows cycles consistent with the original theoretical
models; (b) lynx–hare interactions (Elton, 1924) fluctuate with a period of 9–11 years (Stenseth et al., 1997); and (c) cabbage root fly (Delia radicum;
solid line)–parasitoid (Trybliographa rapae; dashed line) interaction from Silwood Park shows relatively stable dynamics (Bonsall et al., 2004a).
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andNeocatolaccusmamezophagus (Utida, 1957). Utida

was one of the first to show that populations of

predators and prey are likely to have this inherent

tendency to oscillate (Utida, 1957). Using hosts

alone, hosts and parasitoids, and multispecies sys-

tems of a host and two parasitoids in laboratory

microcosms, Utida showed that the interactions

followed the boom-and-bust dynamics predicted by

the deterministic models (e.g. Lotka–Volterra)

rather than erratic fluctuations driven by changes in

abiotic factors (Figure 5.4).

Another, now classic, study of a predator and its

prey is the interaction between moose (Alces alces)

and wolves (Canis lupis) on Isle Royale in Lake

Superior, USA. This interaction has been studied

continuously since 1959 (Peterson, 1999), and it is

now one of the longest and most intensively stu-

died predator–prey interactions. The system is

unique in that wolves are the only predators of

moose on Isle Royale and moose are over-

whelmingly the mainstay of wolf diet. Moose are

thought to have colonized Isle Royale around 1910

and wolf invasion occurred in the late 1940s dur-

ing periods when Lake Superior froze over.

Density dependence clearly operates in this

predator–prey interaction (Figure 5.5), and the

long-term dynamics shown in Figure 5.5 are

thought to be cyclic (Peterson, 1999): both wolves

and moose show multiple concurrent years of

increase and decrease (Peterson, 1999). However,

as Vucetich and Peterson (2004a) noted, it is

important to distinguish whether these dynamics

are aperiodic, multiannual cycles, or population

cycles with a constant period, because the under-

lying set of mechanisms generating these dynamics

may be different.
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Figure 5.5 Time series and density dependence in wolf–moose interaction. The time series of (a) wolves and (b) moose show multiannual
cycles thought to be consistent with theory. Evidence for density dependence in (c) wolf and (d) moose population abundances suggest
that additional processes may underpin this predator–prey interaction.
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Figure 5.6 Nonlinear time-series analysis for (a) wolf and (b) moose dynamics from Isle Royale reveals asymmetric interaction. (a) Predator
abundance is determined by lagged densities of both wolf and moose whereas (b) moose abundance is determined solely by lagged density
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predators and prey for each of the response variables (wolf abundance, moose abundance) and model simplification was undertaken using
w2 tests (Hastie and Tibshirani, 1990).
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Nonlinear time-series analysis of the wolf–

moose interaction highlights that the dynamics

might be more complicated than simple predator–

prey cycles and reveals interesting differences

between the dynamics of predators and prey. As

expected, wolf dynamics are determined by both

moose and wolf densities (Figure 5.6a). As Vuce-

tich et al. (2002) noted, the importance of wolf

density as a predictor of wolf dynamics is likely to

be important because wolves exhibit group hunt-

ing, aggressive interaction between groups, and

social interactions. The importance of different

time-lagged densities of moose abundance on wolf

dynamics is likely to be a consequence of the

importance of prey age structure. Juvenile and

senescent moose are most susceptible to predation

(Vucetich and Peterson, 2004b), and changes in

these demographic classes have major effects on

the size of the prey population. Such stochastic

changes in prey population density lead to a

complex set of nonlinear, density-dependent

processes acting together to determine wolf

abundance. In contrast, moose dynamics are

determined solely by moose numbers in the pre-

vious year (Figure 5.6b). Recent work suggests that

the top-down processes of wolf predation are

neither a primary nor a dominant influence of the

interannual variation in changes in moose popu-

lation numbers (Vucetich and Peterson, 2004c).

This is corroborated by the nonlinear time-series

analysis presented below (Figure 5.6b).

Most interestingly, the time-series analysis of the

wolf–moose interaction reveals that this predator–

prey interaction is asymmetric: moose dynamics

are determined simply by numbers in the pre-

vious year, whereas wolf numbers are determin-

ed by time-lagged densities of both moose and

wolves. A theoretical representation of the

time-series analysis presented in Figures 5.5

and 5.6 is:

Mt ¼ fðMt�1Þ ð5:7Þ

Wt ¼ f1ðMt�1Þ þ f2ðMt�2Þ þ g1ðWt�1Þ
þ g2ðWt�2Þ ð5:8Þ

Here, the functions fi(.) and gi(.) are the nonlinear

effects of the time-lagged contribution of moose

(M) or wolf (W) densities to numbers of wolf and

moose in the next generation. Evidence that this

(Figure 5.5 and 5.6) and other trophic interactions

(Bonsall et al., 2003) are asymmetric, stochastic,

and nonlinear emphasizes the need to examine

species interactions over considerable lengths of

time to explain adequately the type, form, and

strength of the species’ effects.

The snowshoe hare (Lepus americanus) and the

Canadian lynx (Lynx canadensis) in boreal forests of

North America also show cycles in population

density. The dynamics of this predator–prey

interaction fluctuated regularly with a period of

9–11 years (Figure 5.4b). Originally analysed by

Charles Elton (1924) using data from 200 years of

fur records traded through the Hudson Bay

Company, and explored further by Elton and

Nicholson (1942), the interaction been the lynx and

hare was interpreted as an example of a classic

predator–prey oscillation. Hypotheses for the reg-

ularity in the cycles between this predator and its

prey have included correlations with sunspot fre-

quency (Elton, 1924), food abundance during

winter (Keith, 1983), and food-web structure

(Krebs et al., 1995). A thorough analysis of the time

series reveals more complexity in the dynamics

than those expected from a simple predator–

prey interaction (Stenseth et al., 1997). Although

the boreal food web within which the lynx

and hare are embedded is relatively complex,

the dynamics of the lynx and hare are of low

dimension. That is, the multiple ecological pro-

cesses, possibly involving both food limitation

and predation, underpin the dynamics of the

snowshoe hare population, while in contrast the

lynx population appears to be regulated through

the single process of food limitation (the avail-

ability of hares; Stenseth et al., 1997).

Although predator–prey interactions can show

multiannual population cycles (Begon et al.,

1996b), these trophic interactions are also capable

of generating another type of population-dynamic

behaviour not predicted by simple ecological the-

ory. With age structure included (and in the

absence of any environmental cues), predator–

prey interactions can show cycles in population

abundance of roughly one generation period

(Godfray and Hassell, 1989; Gordon et al., 1991).

P R EDA TOR– P R E Y I N T E RAC T I ON S 53



These generation cycles arise as a consequence of

the effects of behavioural decisions, density

dependence, and age structure. Marked differ-

ences in the generation lengths between predators

and prey are more likely to lead to generation

cycles than situations where predators or

prey have more-or-less equal generation lengths

(Hassell, 2000). Although generation cycles have

been observed in laboratory predator–prey inter-

actions (Begon et al., 1995), Reeve et al. (1994) have

demonstrated the potential for generation cycles

in the interaction between the salt marsh

planthopper, Prokelisia marginata, and its mymarid

parasitoid Anagrus delicatus. The parasitoid’s

life cycle is substantially shorter than the host’s,

taking 28 days to develop from egg to adult

(compared with 45 days for the host). Although

host reproduction and attack by parasitoids

occur throughout the year, this predator–prey

interaction shows distinct generation cycles (Reeve

et al., 1994).

The dynamical patterns observed in predator–

prey systems, whether they be wolf–moose, lynx–

hare, or planthopper–parasitoid interactions, can

be explained using quite different approaches,

such as manipulative experiments (e.g. Krebs et al.,

1995), observational inferences (e.g. Royama, 1992),

or fitting ecological models to appropriate popu-

lation-dynamic data (e.g. Bonsall and Hastings,

2004; Bonsall and Benmayor, 2005). Modern

methods of analysis using predator–prey models

with different assumptions about the biology

of the interaction can be used to test different

mechanisms determining the dynamics. For

example, heterogeneity, as mentioned above, is

thought to have a major effect on the dynamics of

predator–prey interactions. It is thus unlikely that

any two individuals will experience the same

probabilities of predation. Huffaker and colleagues

showed how this sort of heterogeneity can affect

the long-term temporal dynamics of the predator–

prey interaction between the predatory mite

Metaseiulus occidentalis and its prey Eotetranychus

sexmaculatus (Huffaker et al., 1963). In simple

environments this predator–prey interaction was

shown to be unstable and extinction of over-

exploited prey occurred rapidly. However, in more

complex environments (barriers for dispersal,

refuges for prey) the predator–prey interaction

was more persistent. One general way to describe

the effects of this sort of spatial heterogeneity

(unevenly distributed prey among habitat patches)

is to test the population-dynamic consequences of

how the functional response varies in the two

environments. First, there may be qualitative dif-

ferences. By assuming that the functional response

differs between heterogeneous and homogeneous

environments the dynamical effects of patchy

environments can be understood. Second, there

might be quantitative differences in the magnitude

of the same functional response that gives rise to

differences in the predator–prey dynamics.

In a homogeneous environment, for example,

the population dynamics of a continuous interac-

tion between a predator and its prey might be

described by the Lotka–Volterra model (eqns 5.1

and 5.2). Similarly, the population interaction may

be driven by a behavioural response of the pre-

dator and a type II functional response (Solomon,

1949; Holling, 1959a, 1959b) might be more

appropriate:

dN

dt
¼ r �NðtÞ � a �NðtÞ

1þ b �NðtÞ � PðtÞ ð5:9Þ

dP

dt
¼ c � a �NðtÞ

1þ b �NðtÞ � PðtÞ � dp � PðtÞ: ð5:10Þ

Here, the parameters are as before (eqns 5.1 and

5.2) except that b is a measure of the time taken to

handle each prey item. In a heterogeneous envir-

onment the dynamics could be described by:

dN

dt
¼ r �NðtÞ � k � 1� a � PðtÞ

k

� �
�NðtÞ ð5:11Þ

dP

dt
¼ c � k � 1� a � PðtÞ

k

� �
�NðtÞ � dp � PðtÞ: ð5:12Þ

Here, the parameters are as before (eqns 5.1 and

5.2), except that k is a measure of the degree of

clumping or non-random search (see Section 5.2).

The dynamical effects of this model are widely

known (May, 1978a; Chesson and Murdoch,

1986) and for sufficiently small values of k the

predator–prey interaction is stable. Each of these
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predator–prey models provides a different

mechanistic interpretation to the underlying

population dynamics. And with any of these

models significant, quantitative differences in the

magnitude of the functional response (e.g. differ-

ences in attack rates or degree of clumping), den-

sity dependence, or growth rate might be adequate

to explain differences in the dynamics.

Time series from experimental population stu-

dies can allow us to explore, compare, and contrast

these different mechanistic models. One particular

case where this is appropriate is the interaction

between an insect host, Drosophila ananassae, and

its parasitoid, Leptopilina victoriae, in patchy

environments (Bonsall and Hassell, 2005). Time-

series experiments were established to explore the

interaction in homogeneous (no refuges, and

patches equally available) and heterogeneous

(refuges on patches) environments. D. ananassae is

a cosmopolitan and domestic species found

through south-east Asia. In the laboratory, this

species has a relatively short generation time (8–10

days) and is attacked by a wide range of natural

enemies. L. victoriae is a eucolid parasitic wasp

attacking the larval instars of a range of droso-

philids. This species also has a relatively short

generation time. The population-dynamic interac-

tions between these two species in the different (no

refuge, refuge) environments are shown in Figures

5.7 and 5.8.

In order to contrast the different mechanistic

models, we can use a statistical approach based on

maximizing likelihoods (Edwards, 1972). This

involves determining the expected numbers of

predators and prey at each census point. The

expected numbers of hosts and parasitoids are

determined by solving the model over the census

interval (t) and comparing observed and predicted
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Figure 5.7 Population dynamics of Drosophila ananassae and Leptopilina victoriae in a patchy (but no refuge) environment. In chronological
order, four resource patches (apple-based media) out of 20 were renewed each week. Dynamics show that in the presence of the
parasitoid, the abundance of D. ananassae is reduced to approximately 490 flies per week. The dynamics of the predator–prey interaction
in the absence of a host refuge are expected to be unstable. Model parameter estimates (with 95% confidence interval) for eqns 5.11 and 5.12
were r¼ 1.27 (0.001), a¼ 0.008 (0.001), k¼ 4.405 (0.095), and d¼ 0.746 (0.003). Dashed line, D. ananasse; solid line, L. victoriae.
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population abundances. So, for the Lotka–Volterra

model (eqns 5.1 and 5.2) the expected numbers of

hosts and parasitoids would be:

EN tþt½ � ¼
Z tþt

t
r �NðsÞ � a �NðsÞ � PðsÞ½ � � ds

ð5:13Þ

EP tþt½ � ¼
Z tþt

t
c � a �NðsÞ � PðsÞ � dp � PðsÞ
� � � ds

ð5:14Þ

To completely define this problem of comparing

different models, we need to give specific and

explicit consideration to the role of stochasticity

(error or noise) on the dynamics. Given that the

abundance of flies and parasitoids are estimates of

the flies or parasitoids alive at each census point,

we assume that the variability in population den-

sities could be due to a broad environmental

component of noise. Other forms of noise might

arise due to the particular demographic process or

any bias in the estimates of measurement of

population size. Under this environmental noise,

changes in population sizes between successive

census points occur due to the deterministic pro-

cesses of birth, predation, and death (e.g. eqns 5.1

and 5.2) and the effects of random noise acting

additively on a logarithmic scale (Dennis et al.,

1995; Bonsall and Hastings, 2004). The stochastic

version of the Lotka–Volterra model under this

type of noise is:

EN tþt½ � ¼ expðu1Þ
�
Z tþt

t
r �NðsÞ � a �NðsÞ � PðsÞ½ � � ds ð5:15Þ
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Figure 5.8 Population dynamics of Drosophila ananassae and Leptopilina victoriae in a patchy environment with a 70% refuge for the
host on all patches. In chronological order, four resource patches (apple-based media) out of 20 were renewed each week. Dynamics show
that in the presence of the parasitoid, the abundance of D. ananassae is reduced to approximately 560 flies per week. The dynamics of this
predator–prey interaction in the presence of a host refuge are predicted to show stable dynamics. Model parameter estimates (with 95%
confidence interval) for eqns 5.11 and 5.12 were r¼ 0.371 (0.0004), a¼ 0.001 (0.001), k¼ 0.622 (0.0004), and d¼ 0.864 (0.001). dashed
line, D. ananasse; solid line, L. victoriae.
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EP tþt½ � ¼ expðu2Þ�Z tþt

t
c � a �NðsÞ � PðsÞ � dp � PðsÞ
� � � ds ð5:16Þ

where v1, v2 is a vector of independent, identically

distributed random numbers. Under the assump-

tion that the autocovariances (correlation between

time points) are weak, the most appropriate

description for these dynamics of D. ananassae and

L. victoriae in the differing patchy environments is

a model incorporating parasitoid density depen-

dence (eqns 5.11 and 5.12; Bonsall and Hassell,

2005). Further, comparing models with different

predator functional responses (e.g. type I, type II,

heterogeneous distribution in parasitism) revealed

no qualitative differences in the mechanisms

underpinning the population dynamics between

the refuge and no-refuge environments (Bonsall

and Hassell, 2005). This mechanism of parasitism

introduces density dependence into the predator–

prey interaction through a process known as

pseudointerference (Free et al., 1977). In the

no-refuge treatment, the strength of parasitoid

density dependence (k) predicts that the dynamics

will be unstable (k¼ 4.31, 95% confidence interval¼
0.095) while, in contrast, in the refuge treatments

the strength of parasitoid density dependence pre-

dicts stable population dynamics (k¼ 0.622, 95%

confidence interval¼ 0.0004; Bonsall and Hassell,

2005).

Other issues in fitting ecological models to eco-

logical data involve measurement (observation)

errors that affect model identification and para-

meter bias (Carpenter et al., 1994; Hilborn and

Mangel, 1998). For instance, Carpenter et al. (1994)

showed that appropriate estimates for discrete-

time versions of the Lotka–Volterra model, for a

phytoplankton—cladoceran predator–prey inter-

action, could only be obtained when measurement

error (as well as process error) was incorporated.

More recently, de Valpine and Hastings (2002)

have shown that it is crucially necessary to sepa-

rate measurement error and process error in

understanding nonlinear ecological interactions,

particularly in predator–prey and other trophic

interactions.

A similar approach to making predictions about

the dynamics of highly nonlinear systems has been

used to explore the dynamics of a range of ecolo-

gical systems, including predator–prey and host–

disease interactions (Sugihara and May, 1990;

Sugihara et al., 1990). Using a relatively robust

conjecture that dynamics can be adequately mod-

elled in time-delay coordinates (e.g. Packard et al.,

1980; Takens, 1981; Tong, 1990), it is possible to

reconstruct the dynamical attractors of ecolog-

ical interactions and make short-range forecasts

for noisy time series (Sugihara and May, 1990;

Casdagli, 1992). Sugihara and May (1990) have

shown that the noisy dynamics of measles (a form

of predator–prey interaction) from New York

between 1928 and 1963 (the prevaccination era) are

driven by deterministic chaos. In contrast, the

dynamics of measles for all England and Wales

between 1948 and 1967 do not show chaotic

dynamics but a seasonal (biennial) cyclic pattern

influenced by additive, stochastic perturbations

(Sugihara et al., 1990). The differences in these

epidemic patterns between England and Wales (a

regional scale) and New York or individual British

cities such as Birmingham (a local scale) are a

consequence of averaging out the local epidemic

effects associated with towns and cities. That is,

the dynamics of this trophic interaction are

dependent on spatial scale and spatial structure

(see next section).

5.4 Space and noise

Populations are rarely structured simply by births

and deaths: the role of space and spatial structure

are central to the patterns of distribution and

abundance of predators and prey. Although the

direct, explicit inclusion of spatial structure is a

relatively recent development (Giplin and Hanski,

1991; Hanski and Giplin, 1997; Hanski and Gag-

giotti, 2004), a number of early ecological studies

argued that space might affect the persistence of

different ecological interactions (e.g. Nicholson

and Bailey, 1935, Andrewartha and Birch, 1954;

Hassell and May, 1973).

Spatial scale can have profound influence on the

dynamics, distribution, and abundance of pre-

dators and prey. By aggregating patches of

predators and prey into increasingly larger units

of habitat (e.g. leaf, twig, branch, tree, forest),
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different ecological processes and mechanisms

become important to the dynamics of the interac-

tion. For instance, the statistical patterns associated

with the distribution of parasitism are clearly

dependent on the scale of the observations (Heads

and Lawton, 1983) and what constitutes a patch

(Waage, 1979). However, as spatial scale increases,

the size of the samples at each scale decline but the

range of densities increases. This makes predicting

the outcome at different spatial scales difficult,

which is clearly highlighted in a comprehensive

study of the mortality factors affecting the cynipid

gall-former Andricus quercuscalicis (Hails and

Crawley, 1992). Mortality of this gall-former can be

attributed to one of nine different causes, five of

which were due to predation. Patterns associated

with predator-induced mortalities were shown to

vary across spatial scales and between years. For

instance, bird predation on galls was positively

density dependent across all scales in one year and

highly variable (positive and negative) the fol-

lowing year. Similarly, parasitism by Mesopolobus

fuscipies varied from tree to tree, with some trees

showing positive and others showing negative

density dependence as spatial scale changed. It is

important to note that the persistence of predator–

prey interactions does not necessarily require

density-dependent processes to operate at all

times, in all places, or at all scales (e.g. Taylor,

1988): it is entirely plausible that the persistence of

these interactions is masked by population redis-

tributions and stochasticity.

The dynamical implications of mixing of pre-

dators and prey populations have been widely

explored (Allen, 1975; Reeve, 1990; Hassell et al.,

1991b). Assuming implicit space, Hassell and May

(1988) show that incomplete mixing of hosts and

parasitoids can allow the persistence of an other-

wise unstable predator–prey interaction. This is

particularly marked if the host completely mixes

but the parasitoid is sedentary. Under this extreme

scenario, patches of low host density are often

unable to support a parasitoid population and are

effectively refuges from parasitism leading to a

stable host–parasitoid interaction (Hassell and

May, 1988). Other spatially implicit representa-

tions of predator–prey interactions have explored

the stability properties of the overall regional

predator–prey interaction compared with the

localized interaction (Reeve, 1990; Wilson et al.,

1998). Reeve (1990) concluded from his study that

the dynamical stability properties at the regional

scale were essentially the same as those observed

in the localized interaction. If the local population

dynamics were unstable then extinction of the

predator–prey interaction was expected at the

regional scale (Reeve, 1990). However, details

about the mechanistic interaction between pre-

dator and prey can disrupt this general finding.

Rohani et al. (1996) showed for a range of ecolo-

gical models that the broad stability effects did not

differ between local and regional scales. However,

under high predator (or prey) overdispersion

(k<< 1), then the regional-scale dynamics might be

unstable even though the local dynamics are sta-

bilized (by the highly nonlinear effects of parasit-

ism; May, 1978a). Similarly, the coupled effects of

predation and environmental noise can lead to

disparity between the regional and local dynamics

(Reeve, 1990). Stochastic variation in host fecund-

ity and parasitoid attack rate between patches can

destabilize the local dynamics but prevent extinc-

tion of the interaction at the regional scale (due to

patch turnover and rescue). Other forms of sto-

chasticity, such as demographic stochasticity (that

associated with the inherent fluctuations of birth,

death, and dispersal) have similar effects (Wilson

et al., 1998). Coupled with restricted dispersal,

demographic stochasticity introduces hetero-

geneity among predator–prey patches, leading to

persistent interactions at the regional scale but

with local extinction of patches.

More recently, it has been shown that predator–

prey metapopulations can be influenced by both

stochastic and deterministic processes (Bonsall and

Hastings, 2004). Exploring the local and regional

dynamics of the interaction between the bruchid

beetle C. chinensis and its parasitoid, Anisopter-

omalus calandrae, Bonsall and Hastings (2004)

showed how demographic stochastic processes

dominate at the local scale yet this noise is unde-

tectable at the regional scale. By fitting different

population models to the regional predator–prey

time series, it was shown that identifying such

demographic stochasticity is confounded by noise

operating differently in different patches. This
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leads to noise being mis-identified as environ-

mental rather than demographic stochastic per-

turbations, and is a consequence of the simple

statistical phenomenon of the central limit theo-

rem. By aggregating predator–prey patches which

are experiencing demographic stochasticity (often

described by a Poisson distribution), we can create

the illusion that the regional predator–prey inter-

action is experiencing ‘environmental’ stochasticity

(often described by a normal distribution). Con-

sequently, the type of noise and its effects operat-

ing in predator–prey interactions at different

spatial scales can be easily mis-interpreted (Bonsall

and Hastings, 2004).

One fundamental way in which space can affect

predator–prey interactions is through the pro-

cesses of limited dispersal linking otherwise local,

independent populations. This is the metapopula-

tion paradigm (Levins, 1969, 1970) and it is the

central theme in understanding how the dynamics

of ecological interactions scale from local to

regional levels (e.g. Hanski and Gaggiotti, 2004).

Theoretical models of spatially explicit predator–

prey interactions reveal that even if the local

dynamics are unstable, the regional interaction can

persist (Hassell et al., 1991b; Comins et al., 1992;

Wilson et al., 1993). This occurs because the local

populations tend to fluctuate out of phase,

enabling extinct patches to be rescued (through the

immigration of prey) and allowing the whole

metapopulation to persist. A number of different

spatial patterns are associated with such regional

dynamics that are generated principally through

the process of limited dispersal (Figure 5.9). Under

low host and high parasitoid dispersal, crystal

lattice patterns may emerge (Figure 5.9c). As host

dispersal increases, indeterminate patterns (spatial

chaos) are observed (Figure 5.9b), but the pre-

dominant type of spatial pattern takes the form of

predator–prey spirals (Figure 5.9a). These spirals

are characterized by the local population densities

forming spiral waves which rotate around rela-

tively fixed focal points. The regional dynamics,

however, are relatively complex limit cycles

influenced by the position and number of the focal

points (which vary through time in a non-repeat-

ing way; Hassell et al., 1991b; Comins et al., 1992).

Once the assumption of discrete space or pat-

ches is relaxed, we find that the dispersal of pre-

dator and prey can lead to a range of dynamical

outcomes (Kot, 1992; Neubert et al., 1995). Greater

dispersal of the predator (relative to the prey) can

lead to a range of dispersal-driven, period-dou-

bling bifurcations resulting in unstable interactions

between predators and prey (Kot, 1992). Extending

this idea, White et al. (1998) show how wolf-pack

territoriality and the spatial interaction between

wolves and deer can be described by simple rules

(a) (b) (c)

Figure 5.9 Maps showing the spatial distributions of host and parasitoids from a spatially explicit version of the Nicholson–Bailey model
(Hassell et al., 1991b, Comins et al., 1992) with parameters l¼ 1.3 and a¼ 0.01. In each case the lattices have absorbing boundaries
and interactions are initialized by seeding a single patch with a small number of hosts and parasitoids. The patterns are (a) spiral waves,
obtained with host and parasitoid dispersal fractions of 0.5, (b) chaotic (indiscernable) patterns, obtained with host and parasitoid dispersal
fractions of 0.2, and (c) crystal lattice patterns, obtained with host dispersal of 0.04 and parasitoid dispersal of 0.9. Lattice sizes were 35� 35.
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of movement behaviour. For example, movement

of wolf packs towards regions of higher prey

density leads to spatial segregation of predator

packs, reduced competition between predators,

and allows the establishment of prey gradients

between wolf packs (White et al., 1998). These

behaviours give rise to spatial patterns in the dis-

tribution and abundance of predators and prey

(Gueron and Levin, 1993; Gueron et al., 1996).

Territorial structure, and consequently habitat

size, has an influential effect on spatially explicit

predator–prey interactions. Ecological interactions

in small localized places are often prone to

extinction and there is a positive relationship

between metapopulation persistence and habitat

size (Hanski, 1999; Bonsall et al., 2002). Theoreti-

cally, lattices of a small, finite size restrict the

possibility of asynchrony in the local dynamics (all

patches are in phase) and as such patches can not

be rescued from extinction (Hassell et al., 1991b;

Comins et al., 1992). As habitat size increases, the

possibility of asynchronous dynamics increases

and the probability of persistence is greater.

However, only rarely has this effect of increased

persistence due to spatial processes and habitat

structure been observed (Huffaker, 1958; Holyoak

and Lawler, 1996; Hanski, 1999; Ellner et al., 2001;

Bonsall et al., 2002).

As mentioned above, in an original set of

experiments, Huffaker and colleagues (Huffaker

and Kennett, 1956; Huffaker, 1958; Huffaker et al.,

1963) investigated the effects of spatial structure in

a mite predator–prey system. First, Huffaker (1958)

showed that in the absence of dispersal, the pre-

dator–prey interaction was prone to extinction.

Second, by manipulating mite movement he

showed that the persistence of the interaction

could be increased. Finally, in extending the sys-

tem to more patches and greater complexity, the

long-term persistence of the predator–prey inter-

action could be attributed to the effects of habitat

size and dispersal (Huffaker et al., 1963). More

recently, the role of spatial structure on the per-

sistence of predator–prey interactions has been

thoroughly explored (Holyoak and Lawler,

1996; Ellner et al., 2001; Bonsall et al., 2002). The

overriding consensus from this range of studies

on different experimental organisms is that

persistence of predator–prey interactions is criti-

cally dependent on the process of dispersal. For

example, recent work on the metapopulation

dynamics of C. chinensis and A. calandrae has

shown that the persistence of this extinction-prone

host–parasitoid interaction is enhanced by meta-

population processes (Bonsall et al., 2002). By

controlling for the effects of resource availability

affecting the predator–prey interaction, metapo-

pulation persistence was shown to be driven

principally by coupling patches through limited

dispersal, with larger systems persisting for long-

er. In a comparable study, Ellner et al. (2001) have

shown that habitat structure per se has a relatively

weak role in the persistence of predator–prey

metapopulations and it is the reduced probability

of attack by the predator at the patch scale that

allows the system to persist. The role of habitat

structure and spatial scale has a central role on the

dynamics of predator–prey interactions, and these

effects have now been observed to operate in more

complicated, multispecies predator–prey assem-

blages (Hassell et al., 1994; Comins and Hassell,

1996; Bonsall and Hassell, 2000; Bonsall et al.,

2005). The special case of interactions between

microparasitic diseases and their hosts provide

some very striking illustrations of the importance

of spatial scale and spatial structure. Consider, in

particular, the dynamics of measles in England

and Wales (Grenfell et al., 1994, 2001, 2002; Grenfell

and Bolker, 1998; Bjornstad et al., 2002). Aggre-

gated data from urban and rural regions show the

seasonal, biennial dynamical pattern with epi-

demics in urban places coming ahead of rural ones

(Grenfell and Bolker, 1998). This difference in the

timing of the epidemics is due to the strength of

local coupling between urban and rural places.

Patterns of spatial synchrony are related to popu-

lation size: the number of cases in larger cities

(large population size) tend to be negatively cor-

related, whereas there is no correlation in case

reports between rural places with small population

size (Grenfell and Bolker, 1998). This regional

heterogeneity leads to hierarchical epidemic pat-

terns. In the small rural places, the infection fades

out in epidemic troughs, although this is clearly

dependent on the degree of coupling to larger

urban places (Finkenstadt and Grenfell, 1998).
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These processes give rise to a range of spatial

dynamical patterns such that larger cities show

regular biennial cycles whereas in small towns

disease dynamics are strongly influenced by sto-

chasticity (Grenfell et al., 2001). Most recently, the

dynamics of measles epidemics have been shown

to depend on the balance between nonlinear epi-

demic forces, demographic noise, environmental

forcing, and how these processes scale with host

population size (Grenfell et al., 2002).

5.5 Conclusions

Identifying what regulates populations and allows

ecological interactions to persist has vexed ecolo-

gists for almost 100 years (Howard and Fiske, 1911,

Nicholson, 1933, 1957). Nicholson’s work on den-

sity dependence (Nicholson, 1957) and predation

(Nicholson and Bailey, 1935) has been hugely

influential in the development of these broader

aspects of ecological theory. Building on this, the

theory of predator–prey interactions has made

significant advances over the past few decades

(Hassell, 2000; Murdoch et al., 2003). Nevertheless,

the integration of theory and data remains a chal-

lenge in ecology. Many of the components of pre-

dator–prey interactions have been separately

quantified, originally using the classic approach to

analysing population dynamics of key-factor ana-

lysis (Varley and Gradwell, 1960) or variants on

this theme (Sibly and Smith, 1998). However, a

number of limitations exist with this sort of

approach, including the dynamics being mis-

interpreted, noise being mis-identified or ignored,

and populations being embedded in a complex

food web where single key factors are unlikely to

operate. Modern methods of analysis of behav-

ioural, population, and metapopulation data are

making it much easier to parameterize ecological

models with ecological data, and this is opening

the way for a closer integration of theoretical and

empirical ecology. It seems likely that under-

standing predator–prey interactions, in all their

guises, will continue to provide essential, exciting,

and challenging research and career opportunities

for ecologists.
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CHAPTER 6

Plant population dynamics

Michael J. Crawley

6.1 Introduction

Plants exhibit an extraordinary range of sizes and

generation times, from single-celled algae with

body sizes of the order of 5 mm and generation

times of the order of 1 day, to massive forest trees

more than 50m tall that can live for over 1000

years. Diatoms and trees have the virtue of being

easy to count, so it is natural to seek to model the

dynamics of changes in numbers. On the other

hand, many herbaceous perennials (like clonal

herbs or turf-forming grasses) are difficult or

impossible to count, and for these plants it is nat-

ural to model the dynamics of fluctuation in bio-

mass or proportional space occupancy.

The theory of plant population dynamics is

linked to the rest of plant biology through a series

of fundamental trade-offs, reflecting the fact that

individual plants are constrained in what they can

do. There are important trade-offs in reproduction

because a plant could produce many small seeds

or a few large seeds, but it is not an option to

produce many large seeds. Other trade-offs

involve investment decisions: for instance a plant

can invest in growth or defence and this leads to a

trade-off between competitive ability and palat-

ability to herbivores. Alternatively, high growth

rate in full sun may trade-off against a high death

rate in low light (the cost of shade tolerance). An

important set of trade-offs involve competing

demands for resource capture. Thus a plant could

invest in its root system to forage for phosphorus,

or in its shoot system to forage for light, but it

cannot maximise investment in competitive ability

for light and soil nutrients. Finally, there is an

important trade-off between competition and

colonization because good dispersers tend to be

inferior competitors; this is exemplified by the

r�K continuum where colonizers (r strategists)

have a set of traits like rapid generation time, small

seeds, wind dispersal, and high light require-

ments, whereas late successional species (K stra-

tegists) tend to live longer, produce fewer, larger

seeds, and to have more shade-tolerant, slower-

growing juveniles.

Underpinning the theory of plant population

dynamics is the invasion criterion, which states

that all persistent populations must exhibit the

tendency to increase when rare. If this were not the

case, then successive environmental calamities,

like hammer-blows on a nail, would knock popu-

lation density further and further down towards

local extinction. We can state the invasion criterion

formally in terms of either a differential equation

model (dN/dt> 0) or a difference equation

(N(tþ 1)>N(t)). Because we are dealing with small

population sizes (low values of N) we can assume

that the plants’ vital rates (their birth rates and

death rates) are density-independent. Figure 6.1a

shows the case where the birth rate exceeds the

death rate, as a result of which the population

increases exponentially through time (Figure 6.1b).

This species passes the invasion criterion. Figure

6.1c shows the contrasting case where the death

rate exceeds the birth rate. Under these circum-

stances, the population declines exponentially

(Figure 6.1d) and the species fails the invasion

criterion. This simple idea lies at the foundation of

the modern definition of a niche. Hutchinson

(1957) distinguished between the fundamental

niche and the realized niche of a species. He

argued that there are combinations of circum-

stances (weather conditions, substrate, resources,

disturbance regime, etc.) where the species would
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be able to increase when rare, and other combi-

nations of circumstances where they would not be

able to increase when rare. You can draw an out-

line in parameter space defining the margins of the

region where dN/dt> 0; this defines the funda-

mental niche of the species. Within the fundamental

niche, however, the species is locked into a strug-

gle for existence with its competitors and natural

enemies. Hutchinson’s realized niche is that part of

the fundamental niche in which a species’ com-

petitors and natural enemies allow it to persist.

This great insight gave formal definition to Ellen-

berg’s Rule that you do not find plants in the field

under the conditions that are ‘best’ for the growth

of the species, but rather under the combination of

conditions where the plant’s competitors and nat-

ural enemies allow it to increase when rare

(Ellenberg, 1953). Thus, the plant’s realized niche

is the subset of its fundamental niche defined by

‘competitor-free space’ and ‘enemy-free space’.

Individual plants may quite often be found

growing outside the fundamental niche under field

conditions, and dispersal continuously blurs the

edges of the fundamental niche. Mature plants

may appear to be growing perfectly well, but they

are expected to leave, on average, less than one
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Figure 6.1 The invasion criterion. The vital rates (birth rate and death rate) are density-independent (we assume that population density
is sufficiently low that this assumption is realistic). Top row: (a) birth rate (solid line) exceeds death rate (dashed line) so that (b) the population
increases exponentially through time (t ); the species passes the invasion criterion. Bottom row: (c) death rate exceeds birth rate so that (d)
the population declines exponentially through time; the species fails the invasion criterion.
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adult plant in the next generation (i.e. dN/dt< 0).

Unfortunately, this means that you cannot define

the fundamental niche by drawing a line around

all the places where mature plants are found

growing in the field. The job is much more difficult

that that. You need to draw the boundary around

those individuals for which dN/dt> 0, and this is

a much more demanding task.

Differences in population dynamics are typically

caused by differences in the pattern of density

dependence (Figure 6.2). In the typical case, the

plant species passes the invasion criterion so that

at low densities the birth rate exceeds the death

rate and the population increases exponentially in

abundance (Figure 6.2a). In both panels of Figure

6.2 there is a stable, high-density equilibrium

caused by density dependence in the birth rate (in

real systems, of course, the death rate might be

density dependent as well). In some plants, how-

ever, very low density represents a problem rather

than an opportunity. Such ‘rare species dis-

advantage’ is called an Allee effect after the

American ecologist W.C. Allee, who drew atten-

tion to the phenomenon in the 1940s (Allee et al.,

1949). In Figure 6.2b the plant population cannot

increase in abundance until its numbers exceed a

threshold of 20 individuals. Allee effects in plants

may arise because of the breeding system (e.g.

obligate out-crossing species may suffer very low

rates of pollination when population density is

low) or because of herbivore effects (e.g. a

threshold number of seeds may be required for

granivore satiation). Allee effects are potentially

important in plant conservation, because they

mean that a local population will go extinct if

numbers fall below the threshold.

The approach adopted in this chapter is to

introduce the different kinds of population

dynamics and the different ways of modelling

them, in order of increasing generation times, from

diatoms to trees. In parallel, the characteristic

mechanisms of density dependence affecting plant

dynamics at these different spatial and temporal

scales are also introduced in a step-wise manner.

Thus, we begin by considering exploitation com-

petition for a single, depletable resource in the

homogeneous environment of a chemostat, and

end up with spatially explicit interactions between

size-structured populations of long-lived woody

plants in temporally heterogeneous environments.
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6.2 Population dynamics of diatoms
with a single limiting resource

Populations of single-celled algae are amenable to

controlled experimentation, and the processes that

drive their population dynamics are analytically

tractable. Because they have such short generation

times (days to weeks) it is appropriate to frame our

models as differential equations in continuous

time. In the single-species case, there are N indi-

vidual plankton per unit volume of water, and we

model their dynamics by considering the rates of

gain and loss of individuals. The change in num-

bers is written dN/dt and the per-capita rate of

change in population size is:

1

N

dN

dt
¼ birth rate-- death rate ð6:1Þ

In the simplest case (Figure 6.1), both the birth rate

and death rate are density-independent, and this

leads to either exponential growth (when the birth

rate exceeds the death rate) or exponential decline

(when the death rate exceeds the death rate).

Numbers change through time as the integral of

the differential equation:

NðtÞ ¼ N0e
	
birth--death



t: ð6:2Þ

where N(t) is the population size at time t and N0 is

the initial population size at time 0. While these

patterns of dynamics are important for defining the

invasion criterion, they quickly become unrealistic

because population growth rate is certain to decline

as one or both of the vital rates becomes density-

dependent.

In single-celled algae, the most likely cause of

density dependence is intraspecific competition for

a limiting resource (Tilman, 1982). In some cir-

cumstances, phytoplankton might compete for

mineral nutrients like nitrogen or phosphorus,

or for non-mineral resources like light. In our

example, however, we consider that silicate (which

is used to construct the ornate cell wall—the

frustule—of diatoms) is the single limiting

resource. This means that other resources (like

light, nitrogen, phosphorus, etc.) are available in

non-limiting amounts, reflecting a fundamental

rule of plant ecology known as Leibig’s Law of the

Minimum, which states that the only limiting

factor is the most limiting factor. Here it means that

because silicate is the most limiting resource,

increasing the amount of light, nitrogen, or phos-

phorus will not increase the algal population

growth rate, but decreasing the concentration of

silicate will decrease the growth rate.

To keep things a simple as possible, we shall

assume that the birth rate of the diatoms is a

function of silicate but that the death rate is inde-

pendent of resource supply. When silicate con-

centration is greater than 4.4 mM (say) then the

birth rate exceeds the death rate and the popula-

tion increases exponentially. If the silicate con-

centration falls below 4.4 mM then the death rate

will exceed the birth rate and the population will

decline exponentially. The silicate concentration,

however, is not constant, but depends on the

population of plankton. Silicate is removed from

the water and tied up in the cell walls of the algae,

so as the diatom population grows, the silicate

concentration in the water declines. Once the

silicate concentration falls below 4.4mM the algal

population would begin to decline because its death

rate would exceed the birth rate, and silicate would

be returned to the water thorough decomposition of

algal cell walls. Thus, the silicate concentration of

4.4mM defines an equilibrium amount of resource

at which algal births and deaths are equal. The

level to which the diatom population reduces the

concentration of its most limiting resource was

called R* by Tilman (R means resource and * means

equilibrium; see Chapter 7 and Figure 7.2 in this

volume). To understand the dynamics of the

resource we need to be explicit about the structure of

the experimental set-up. For instance, do resources

leak out of the system or are they recycled? It

turns out that the dynamics of open and closed

systems differ in important ways (Daufresne and

Hedin, 2005).

6.3 Two or more plant species with
a single limiting resource

Now carry out the thought experiment of intro-

ducing two different species into the same che-

mostat, both at low densities. We assume that both

species pass the invasion criterion, so both popu-

lations increase exponentially to begin with. Given
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our assumption that there is only a single limiting

resource, it is certain that one of the two species

will go extinct. The only question concerns the

identity of the species that survives. Tilman’s R*

theory allows us to predict the identity of the

winner, because irrespective of its initial popula-

tion growth rate, the eventual dominant will be the

species with the lowest value of R* (see Chapter 7

in this volume). The species with the highest birth

rate will increase fastest and will soon become

substantially more abundant than the other spe-

cies. But does this mean that the species that grows

fastest to begin with will persist? It might do, but it

might not. The long-term outcome depends on the

relative magnitude of the R* values for the two

species and not necessarily on their initial growth

rates. Inevitably, one of the species is driven to

extinction, and the resource level is reduced to the

lower of the two R* values. This is the process of

competitive exclusion.

The competitive exclusion principle is one of the

central hypotheses underpinning plant population

dynamics. The principle was originally introduced

in 1934 by the Russian ecologist G.F. Gause, who

wrote in The Struggle for Existence that ‘as a result of

competition two species scarcely ever occupy

similar niches, but displace each other in such a

manner that each takes possession of certain parti-

cular [resources] and modes of life in which it has

an advantage over its competitions’ (Gause, 1934).

The principle was developed subsequently by

Hardin (1960). The ‘advantage’ referred to by Gause

is what we would now call a lower value of R*

(Tilman, 1982). The current definition of competi-

tive exclusion involves five postulates, as follows.

� Given a set of species, all of which pass the

invasion criterion, and all of which are capable of

forming self-replacing monocultures, then

� under the prevailing resource regime in which

there is a single limiting resource, then

� in a temporally constant environment, and

� in a spatially uniform environment, then

� given long enough,

� one species will persist and all the other species

will be excluded.

Obviously there are a lot of caveats here, and we

shall relax each of them in due course. We would

certainly not expect to observe competitive exclu-

sion in short-term experiments that are dominated

by transient dynamics. The point, however, is that

you can set up controlled experiments that

approximate well to these assumptions (e.g. in

chemostats), and, when you do that, you do

observe competitive exclusion (Tilman, 1982).

Moreover, the single species that persists is the

species with the lowest value of R* for the single

limiting resource (see Chapter 7 in this volume).

Outside chemostats, competitive exclusion has

been observed in experiments carried out in spa-

tially uniform environments like arable fields (e.g.

where a single cultivar eventually excludes all

others from an initially diverse mixture of crop

genotypes; Harlan and Martini, 1938) and in well-

mixed freshwater systems (Huisman andWeissing,

1994).

6.4 Two or more plant species with
two resources

Suppose now that we have a replicated series of

separate chemostats in which we can vary the

amounts of two different resources, say nitrogen

and phosphorus. It is possible that one species has

the lowest R* values for both resources, in which

case competitive exclusion will occur, just as it did

in the case of a single resource. But, at least in

principle, species might differ in the resource for

which they were the superior competitor. We need

to investigate whether coexistence between species

can be promoted just by increasing the number of

limiting resources from one to two. Tilman inves-

tigates this question by drawing a phase plane

showing the abundance of two resources, R1 and

R2 (Tilman, 1982). Now draw on this phase plane

the zero growth isoclines for the two species, A

and B. A zero growth isocline is just a line across

the phase plane separating the region where the

species passes the invasion criterion (dN/dt> 0)

from the region where it fails (dN/dt< 0). If spe-

cies A has a lower value than species B for both

R*A1 and R*A2 then competitive exclusion of spe-

cies B is inevitable. Existence of two resources is

clearly not a sufficient condition for coexistence. But

what if species A has a lower R*A1 for resource

number 1 but species B has a lower R*B2 for
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resource number 2 (Figure 6.3)? Now there is

a two-species equilibrium at the point where the

two zero growth isoclines cross. The question is

whether this is a stable or an unstable equilibrium.

The extra ingredient needed to understand the

dynamics of this model concerns the extent to

which the growth of the two species is limited by

each of the two resources. A particular habitat will

provide the two resources at amounts (S1, S2) that

can be represented by a point in the phase plane;

this is called the supply point. A supply point in

the top right-hand corner indicates roughly equal

supplies of the two resources, whereas a supply

point in the top left-hand corner shows a high

supply of R2 and a low supply of R1. The next

thing to understand is that starting close to the

supply point, say in the top right-hand corner,

population growth of both species will deplete

both resources. This will drive both resources

downwards, which can be depicted as an arrow

pointing roughly towards the bottom left-hand

corner (towards the origin of the phase plane). But

the key point is that the two species are likely to

deplete the two resources at somewhat different

rates. One species might use relatively more of R1

than R2 during growth, and vice versa. This is

reflected in the slope of each species’ consumption

vector, C. If a species uses both resources at the

same rate then the consumption vector would be at

45�. In an extreme case, if it used none of R2 the

vector would be horizontal, whereas if it used none

of R1 the vector would be vertical. There are two

cases of interest: (1) in Figure 6.3a the consumption

vector for species A is steeper and (2) in Figure 6.3b

the consumption vector for species B is steeper.

The dynamics of the system depend on the

location of the resource supply point (S1, S2). If it is

in zone 1 on Figure 6.3 then neither species can

persist; species A is the best competitor for R1 but

its supply is below R*A1, and species B is the best

competitor for R2 but its supply is below R*B2. In

zone 2 species A will exclude species B, and in

zone 6 species B will exclude species A. More

subtly, species A will also exclude species B in

zone 3, and species B will exclude species A in

zone 5, because the supply point lies outside the

consumption vector. The essential point is that in

Figure 6.3a, where the consumption vector for

species A is steeper than that of species B, the

model predicts that stable coexistence is possible.

The equilibrium point is stable because each spe-

cies consumes relatively more of the resource

which limits its growth at equilibrium (and less of

the other resource).

In contrast, Figure 6.3b shows the case with an

unstable equilibrium, in which the consumption
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vector for species B is steeper than that of species

A. Here, even though the supply point is in zone 4

there is no stable coexistence, and the identity of

the winning species is determined by initial con-

ditions (whichever species is initially the most

common grows to form a monoculture). The

equilibrium point is unstable because each species

consumes relatively less of the resource that limits

its growth at equilibrium and more of the other

resource.

The celebrated Lotka–Volterra coexistence cri-

terion states that coexistence will occur if and

only if intraspecific competition is more impor-

tant than interspecific competition for both spe-

cies (see Chapter 7 in this volume). As we shall

see, all models that exhibit stable coexistence can

be translated into essentially this same criterion.

Lotka’s and Volterra’s models have been made

more sophisticated and more mechanistic, but

their criterion for coexistence remains inviolate.

Mechanisms that can be characterized as ‘keeping

species out of each other’s way’, promote coex-

istence, while differences in average fitness,

which determine ‘how much better one species is

than another’, favour competitive exclusion

(Chesson, 2000). It is beginning to look as if the

number of coexisting species is determined by the

number of resources. But how many different

resources could be limiting for diatom growth?

Nitrogen, phosphorus, silicon, iron, light, inor-

ganic carbon, and a few trace metals and vita-

mins, perhaps. It was this realization that led G.E.

Hutchison (1961) to pose his famous paradox of

the plankton. How can so many algal species

coexist on so few kinds of resource? Hutchinson

understood the importance of spatial and tem-

poral heterogeneity, but he thought that compe-

titive exclusion was an all-powerful process;

hence the paradox.

6.5 Diatoms in systems with multiple
limiting resources

Huisman and Weissing (1999) extended Tilman’s

resource competition model to deal with multiple

diatom species competing for multiple (three or

more) resources:

dRj

dt
¼ DðSj � RjÞ

�
Xn
i¼1

cjimiðR1,R2, . . .RkÞNi j ¼ 1, 2, . . . k

ð6:3Þ

dNi

dt
¼NiðmiðR1,R2, ...:RkÞ�miÞ i¼1,2, ... n ð6:4Þ

where the function mi(R1,R2, . . .Rk) is the specific

growth rate of species i in relation to the resource

availabilities (assumed to be a set of Monod

functions, and applying Liebig’s Law of the Mini-

mum; see Section 6.2), mi is the death rate of spe-

cies i, D is the system’s turnover rate, Sj is the

supply concentration of resource j, and cij is the

content of resource j in species i. The fascinating

new twist in this case is that the process of

intraspecific competition itself is capable of pro-

ducing temporal variability which, in turn, fosters

multi-species coexistence. For instance, competi-

tive chaos occurs whenever each species is an

intermediate competitor for the resources that

most limit its growth rate. With three resources

and with five resources, chaotic dynamics result

despite almost constant total phytoplankton bio-

mass (caused by the nutrient limitation). This

model provides an explanation for plankton bio-

diversity based on the dynamics of competition

itself; the species oscillations generated by the

process of competition produced the temporal

heterogeneity that prevented competitive exclu-

sion from occurring, and allowed coexistence of

many more species than there were limiting

resources. ‘Once a plankton community is suffi-

ciently complex to generate its own non-

equilibrium dynamics, the number of coexisting

phytoplankton species may greatly exceed the

number of limiting resources, even in a constant

and well-mixed environment. In this sense, the

paradox of the plankton is essentially solved’

(Huisman and Weissing, 1999).

In deep ocean communities rather than che-

mostats, the dynamics are further influenced by

two important sources of spatial heterogeneity:

light intensity declines exponentially from the

ocean surface to the base of the euphotic zone,

while upwelling and diffusing mineral nutrients
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from the ocean’s depths create a concentration

gradient in the opposite direction. This spatial

heterogeneity interacts with the complex tem-

poral dynamics generated by interspecific com-

petition (above). We do not yet know how much

of the observed coexistence can to be attributed

to the spatial and temporal heterogeneity, nor

within the temporal heterogeneity, how much is

generated internally as a result of multi-species

competition (as in the models), and how much is

externally driven through within-year seasonality

and year-to-year climatic differences (Huisman et

al., 2006).

6.6 Population dynamics of annual
vascular plants

To study the population dynamics of annual plants

we adopt a completely different model structure,

and work in discrete time (years) using difference

equations instead of differential equations. For a

spring-germinating annual without a seed bank,

the model looks like this:

Nðtþ 1Þ ¼ l �NðtÞ ð6:5Þ

where the population next year, N(tþ 1), is calcu-

lated by multiplying the population this year, N(t),

by the per-capita net multiplication rate, l (the

product of per-capita seed production and survi-

vorship). In the simplest case, all the parameters

are density-independent and the population will

increase exponentially if l> 1 (if the species passes

the invasion criterion) and will decline exponen-

tially to extinction if 0< l< 1 (having failed the

invasion criterion). However, real populations of

annual plants will not increase exponentially

under field conditions for more than a few years.

Sooner or later some form of density dependence

will kick in, so that l declines as the population

increases (Watkinson et al., 1989; Watkinson, 1990).

There are three contrasting forms that this density

dependence might take: competition for access

to regeneration niches (microsite limitation), a

density-dependent reduction in fecundity (size

plasticity), or a density-dependent increase in

mortality (self-thinning).

6.6.1 Microsite limitation

Most models assume that recruitment is directly

proportional to seed production, but there are two

important circumstances when this is not the case

(Crawley, 2000; Figure 6.4). In zone III (Figure 6.4),

fluctuations in seed production (e.g. caused by

herbivore feeding) have no effect on plant

recruitment because recruitment is microsite-limited

and there is sufficient seed to populate all of the

available microsites. Note also, that microsite lim-

itation may constrain recruitment to zero for rela-

tively long periods, irrespective of seed production

or seed immigration (e.g. in ecosystems where fire

or some other relatively extreme form of biomass

destruction is necessary to open up the canopy to

the point at which seedling recruitment is possi-

ble). In zone I variation in seed input is also

unrelated to recruitment, but now because of fail-

ure of predator satiation. When seeds are scarce,

the seed-feeding animals, the granivores, are able

to locate and consume essentially all of the seeds

(the plants lack enemy-free space). In some sys-

tems (like oak, Quercus robur, in southern England;

Crawley and Long, 1995) recruitment will not

occur until seed production exceeds a threshold

that allows satiation of the guild of seed-feeding

animals and pathogens (these include fungi,

insects, birds, rodents, and ungulates). It is only

between the zones of granivore-limitation and

microsite-limitation (in zone II) that we predict

that recruitment will be seed-limited. In this zone,

if you carry out the experiment of sowing extra

seeds, then you will get extra mature plants (Agren

and Fagerstrom, 1984; Schenkeveld and Verkaar,

1984; Shaw and Antonovics, 1986; Fowler, 1986;

Turnbull et al., 2000).

The idea of competition for microsites is

straightforward. Suppose that there is a fixed

number of physical locations per unit area, M, in

which a seed could germinate and grow large

enough to have a reasonable chance of surviving

up to flowering size (this is our operational defi-

nition of recruitment for plants). Such a site would

need to have the right microclimate, resource

availability (especially light and water), and the

appropriate physical structure to protect the

seed from desiccation and from seed-feeding
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(granivorous) animals. It might also require the

absence of mature plants nearby (i.e. the presence

of a canopy gap) and the absence of a deep layer of

plant litter. Some species might require physical

disturbance of the soil surface so that the seed can

become buried to the appropriate depth. In prac-

tice, the only way to determine the numerical

value of M would be to sow excess seed and to

count the number of plant recruits; it is unlikely

that you could ever count the microsites directly.

But how can a fixed number of microsites cause

density dependence in recruitment? A simple

numerical example will make it clear. Suppose that

there areM¼ 500 microsites. We sow enough seeds

that each microsite gets at least one seed, and we

assume that only one individual wins the contest to

take occupancy of thatmicrosite.We sow 1000 seeds

and observe 500 recruits. In another replicate, we

sow 5000 seeds and observe 500 recruits. The

establishment rate is density-dependent, and has

declined from 50 to 10% as seed input increased

from 1000 to 5000. This form of density dependence

(contest competition) tends to be detectedwhenever

seed-sowing experiments are carried out in rela-

tively undisturbed natural vegetation, because

microsites are typically scarce under such condi-

tions (Turnbull et al., 1999). It is observed much less

often in greenhouse trials where seeds are typically

sown into a competition-free seed bed from which

herbivores and pathogens are excluded.

If there has been microsite-limited recruitment,

then at maturity the plants may be so widely

spaced that classic tests for competition (e.g.

removal experiments; Aarssen and Epp, 1990;

Goldberg and Barton, 1992) will not show any

evidence for plant–plant interactions in the adult

stage. It would be a mistake, however, to read this

as absence of density dependence. What we are

seeing is the Ghost of Competition Past (Connell,

1980), and, as Harper (1977) pointed out, the ‘real

cause of distribution and abundance will often be

missed when mature vegetation is studied.’

6.6.2 Density-dependent fecundity resulting
from size plasticity

The modularity of vascular plant growth means

that individuals of the same age and genotype can

differ from one another by several orders of mag-

nitude in shoot mass at maturity. This envir-

onmentally caused variation in plant architecture

is often referred to as size plasticity. In an envir-

onment where recruitment microsites are not lim-

iting (e.g. a recently cultivated arable field, or a

compost tray in a greenhouse), seedling density is

likely to be proportional to seed sowing rate, and

at high seed inputs very high plant population

densities can result. In the absence of density-

dependent mortality (discussed below), these

increases in plant density are associated with
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100 locations in which seedling recruitment can occur) where recruitment is independent of extra seed input.
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dramatic reductions in mean plant size. It is typi-

cally the number of plant modules (like leaves,

flowers, or seeds) that varies, rather than the size

of individual modules (Harper, 1977). Some

authors argue that size plasticity is too vague a

concept to be useful. Weiner (2004) proposes an

allometric view, where plasticity in allocation is

understood as a change in a plant’s allometric

trajectory in response to the environment. He dis-

tinguishes three degrees of plasticity: (1) allometric

growth (apparent plasticity), (2) modular pro-

liferation and local physiological adaptation, and

(3) integrated plastic responses. The overall

response of a plant to population density is the
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Figure 6.5 The Law of Constant Yield. (a) Above a relatively low threshold, sowing more seeds does not increase the number seeds
produced by harvest time. The reason is intraspecific competition, leading to reduced plant size. (b) Once seed yield has reached an
asymptote, then mean plant size at maturity declines linearly (on a log–log scale) with increase in sowing density, and the slope of the
relationship is � 1.0. (c) For a wide range of plant species, and a wide range of conditions, the number of seeds produced by a plant at
maturity is a linear function of shoot biomass, a reflection of the modular construction of the plants. On a log–log scale the slope of the
relationship is 1.0. If the per-module fecundity changed with plant size then the log–log slope would depart from 1.0. If bigger plants had
more seed per module the slope would be > 1.0 and if bigger plants had fewer seeds per module (e.g. because of disproportionate
support costs) then the slope would be < 1.0. Such cases occur but are uncommon. (d) If the intensity of intraspecific competition is
sufficiently intense, then the risk of death becomes density-dependent. The risk of death is typically much greater in small plants than in
large plants. Note that this relationship is not exponential (the x axis is on a log scale) and that all plants, no matter how large, have a non-zero
risk of death before flowering (approx. 0.1 in this example).
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sum of all modular responses to their local con-

ditions plus all interaction effects that are due to

integration (de Kroon et al., 2005).

6.6.2.1 The Law of Constant Yield

This states that, above a low threshold, total seed

production per unit area is independent of plant

population density; doubling the number of mature

plants simply halves the seed production of each

plant. If the Law of Constant Yield applies, then the

Ricker curve is typically asymptotic rather than

humped, leading to very stable population dynamics

(see below and Figure 6.5). The implicit assumption

is that total biomass is constant and independent of

population density, so that mean plant size declines

hyperbolically. The law is most likely to apply in

even-aged experimental monocultures, and it is

important to note that the biomass/seed-density

relationship asymptotes well before maximum bio-

mass is achieved (Donald, 1951). In principle, there

are three stages to predicting the effect of population

density on total seed production:

1 predict the effect of population density on plant

size distribution,

2 predict the effect of plant size on fecundity for

individual plants,

3 add up seed production for all mature plants in

all size classes.

The weight of evidence suggests that for indivi-

dual plants, seed production (fecundity) is a linear

function of shoot dry mass (Samson and Werk,

1986; Rees and Crawley, 1989; Freckleton and

Watkinson, 2002), which is what you would pre-

dict from a model where shoot size varied because

of changes in the number of modules, and where

the fecundity per module was constant. Thus,

stage 2 is often straightforward in practice. If this

linearity can be assumed, then plant size variation

(stages 1 and 3) is unimportant for predicting

total seed production, because we can obtain total

seed production simply by multiplying total

shoot biomass by the fecundity per unit biomass.

This simplicity in predicting fecundity is in marked

contrast to the difficulty in predicting the effect

of plant size variation on the death rate (as

discussed next).

6.6.3 Density-dependent mortality

Death rates in populations of mature plants need

not be density dependent, and changes in density

might simply cause changes in mean plant size

and mean fecundity (as above). However, when

pronounced size hierarchies develop, the risk of

death is always vastly greater in the stressed,

subordinate, suppressed individuals than in the

dominant individuals (White and Harper, 1970).

There are three broad hypotheses about the origins

of size hierarchies:

� non-regular spacing of juveniles in an otherwise

spatially uniform environment means that isolated

individuals become large and individuals in

clumps are small as a result of spatially hetero-

geneous competition,

� random differences in performance between

individual seedlings (germination time, initial

growth rate) are amplified during growth, leading

to asymmetric competition with a few large plants

suppressing the growth of many smaller indivi-

duals,

� spatial heterogeneity in growing conditions: big

plants develop in the high–quality patches and

small plants in the low-quality patches, independ-

ent of plant density.

Field evidence suggests that asymmetric competi-

tion is a more common cause of size hierarchies

than is spatially heterogeneous competition. Reg-

ular spatial patterns of surviving individuals

should be interpreted as evidence for strong,

asymmetric competitive interactions and sub-

sequent density-dependent mortality (Weiner

et al., 2001; Stoll and Bergius, 2005). In practice,

however, it is very difficult to refute the hypothesis

of spatially heterogeneous growing conditions.

Once a certain biomass has been reached, it

appears that any further increase in population

biomass can only be achieved at the expense of

reduced population density (Yoda et al., 1957;

White and Harper, 1970; Stoll et al., 2002). There

are two generalizations about this process of

self-thinning (Sukatschew, 1928): first, density-

dependent mortality is greater on more fertile

soils, and second, density-dependent mortality

occurs at the time of peak plant growth rate.
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Both observations draw attention to the fact that

it is the active growth of the dominant individuals

in the population that causes the death of the

suppressed individuals. The cause of self-thinning

is that above a density-dependent threshold value

of biomass, increases in biomass are only possible

if mortality causes reductions in population den-

sity and frees up space for further growth of the

survivors. In a plot of log(plant numbers) against

log(total biomass) the ‘self-thinning line’ has a

slope of roughly �2 (Figure 6.6).

6.7 Modelling density dependence in
annual plants

The simplest way of combining the three density-

dependent processes that affect annual plant

populations is to construct a Ricker curve:

N(tþ 1)¼N(t) � f(N(t)) (see Chapter 3 in this

volume). This shows next year’s population N(tþ 1)

(on the y axis) as a function of this year’s population

N(t) (on the x axis). A straight line through the

origin at a slope of 45� is called the replacement line

(where next year’s population is equal to this year’s

population). Because the population must pass the

invasion criterion, the Ricker curve must lie above

the replacement line when this year’s population

density is low (i.e. in the bottom left-hand corner;

Figure 6.7). At the highest densities this year (the

right-hand end of the x axis) it is almost certain

that next year’s population will be lower than this

year’s as a result of density dependence in growth,

fecundity, or mortality; hence the Ricker curve falls

below the replacement line. The two extreme cases

are called contest competition and scramble com-

petition. The distinction in the dynamics is due

to the operation of overcompensating density

dependence in Figure 6.7b. Contest competition

produces a constant number of recruits in the next

generation, independent of this year’s population,

and the slope of the Ricker curve at equilibrium is

close to 0. Scramble competition means that high

populations this year are followed by very small

populations next year because of overcompensating

density dependence (e.g. mass mortality or com-

plete reproductive failure), and the slope of the

Ricker curve at equilibrium is strongly negative.

The consensus from field studies is that annual

plant population dynamics are rather tame (i.e.

stable, rather than cyclic or chaotic; Samson and

Werk, 1986; Rees and Crawley, 1989, 1991;

Freckleton and Watkinson, 2002). This is princi-

pally because the Law of Constant Yield predicts

contest rather than scramble competition (contrast

Figure 6.5 and Figure 6.7b). Overcompensating

density dependence acting through size plasticity
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Figure 6.6 Self thinning is density-dependent mortality. (a) The original formulation with the axes muddled up had a slope of � 3/2.
(b) The correct axes with population density declining because of increases in biomass has a slope of � 2. Self thinning begins at much
lower biomass, when initial population density is very high, and may never begin if initial density is sufficiently low.
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and a humped curve of total seed production

against seed density (Figure 6.7b) have been

reported in some sub-populations of Erophila

verna (Symonides et al., 1986) but it is not a

common phenomenon. Where substantial fluc-

tuations are observed in field populations of

annuals (Rees et al., 1996; Hooper and Vitousek,

1997), these tend to be attributed to variations in

weather conditions (e.g. rainfall) or the dis-

turbance regime (e.g. fire) leading to fluctuations

in seed production or microsite availability (as

when drought opens up gaps in a formerly dense

perennial cover). Thus, it would not be sensible to

infer over-compensating density dependence

simply because large fluctuations in population

density were observed.

6.8 Annual plants with a seed bank

It is instructive to ask what happens to our annual

plant population in the first year that seed pro-

duction fails completely, so that l¼ 0. Since

N(tþ 1)¼ l �N(t), the answer, of course, is that the

population goes extinct. In the absence of immi-

gration, it would stay extinct. If, however, there is

a long-lived bank of seeds in the soil then

recruitment could fail for many years in a row, yet

the population would bounce back as soon as

conditions favouring recruitment returned. Seeds

in the soil bank are ‘temporarily opting out of the

struggle for existence’ (Harper, 1977). Most of the

seeds in the bank are not technically dormant, and

would germinate as soon as conditions were con-

ducive (typically, when the soil was moist enough,

warm enough, and light enough). Genuine dor-

mancy requires some specific process to break it:

seeds may be under innate dormancy, enforced

dormancy, or induced dormancy (Harper, 1977;

Thompson, 2000).

Existence of a seed bank can have a profound

stabilizing effect on plant population dynamics as

well as reducing the likelihood of local extinction.

For instance, systems with parameter values such

that they would exhibit chaotic dynamics in the

absence of a seed bank show damped oscillations

or a stable point equilibrium as the fraction

of current seed production entering the seed bank

is increased (Rees, 1997). We model the size of

the seed bank (B(t) seeds per unit area) and the

above-ground population of mature plants N(t)

separately, using a pair of coupled difference

equations:

Nðtþ 1Þ ¼ BðtÞ � ð1� dÞ � g ð6:6Þ

where next year’s plant population is the germi-

nation rate, g, multipled by the size of the
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Figure 6.7 Ricker curves illustrating density-dependent recruitment for two contrasting annual plant populations. (a) Contest competition
resulting from size plasticity and the Law of Constant Yield produces a Ricker curve with a low positive slope at equilibrium. (b) Over-
compensating density dependence resulting from scramble competition produces unstable population dynamics because the slope of the Ricker
curve has a large negative value at the intersection with the replacement curve.
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surviving seed bank (survival¼ 1� d, where d is

the death rate of seeds in the bank),

Bðtþ 1Þ ¼ BðtÞð1� gÞð1� dÞ þNðtÞ � fðNðtÞÞ ð6:7Þ

and next year’s seed bank comprises the survivors

from this year’s seed bank (seeds that did not ger-

minate or die), topped up by this year’s seed pro-

duction (which is a density-dependent function of

this year’s mature population size). To act as a sta-

bilizing mechanism on plant dynamics, the essential

requirement is that the loss of seeds from the soil

(death plus germination) is sufficiently low that,

given the characteristic return time of good condi-

tions, u years, and fecundity in a good year F:

Fð1� g� dÞu>1 ð6:8Þ

If seed banks are such a good idea, then why don’t

all annual plant species have a seed bank? The most

obvious explanation lies in the trade-off between

seed size and seed number. Large seeds give rise to

competitive seedlings, but large seeds would suffer

very high death rates in a seed bank (they would be

too attractive as food for granivores, for instance).

But not all small-seeded annuals have seed banks,

so this cannot be the whole answer. Perhaps there is

a trade-off between strategies of escape in space

(effective seed dispersal) and escape in time (effec-

tive seed-bank formation). Seed-bank formation

would be favoured when fluctuations in reproduc-

tive success were positively correlated over large

areas (e.g. because of large-scale weather patterns,

like regional droughts), because there is no point in

trying to disperse if everywhere is likely to be

equally bad. Dispersal would be favoured when

fluctuations in reproductive success were not spa-

tially correlated, or were negatively correlated. In

this case, the benefits of finding a suitable site

elsewhere make dispersal advantageous, even

though dispersal may be very risky. If these

hypotheses are true, then dormancy and dispersal

should be negatively correlated traits (Cook, 1980;

Klinkhamer et al., 1987).

6.9 Herbaceous perennials

Many herbaceous perennial plants are long-lived

and difficult to count because they grow as

patch-forming clones through lateral spread of

rhizomes or stolons. For these species, it makes

sense to model population dynamics in terms of

biomass or total cover rather than plant numbers.

Lottery models (Yodzis, 1978; Chesson and War-

ner, 1981) are ideally suited for this. They are

spatial models but they are not spatially explicit.

The world is divided up into a grid of cells with

the size of the cells defined by the size of a typical

mature plant module. Each cell can accommodate

one and only one module at maturity, but no

account is taken of the neighbourhood in which a

particular module finds itself (hence the models

are not spatially explicit). What makes lottery

models so attractive to theorists is the assumption

that there is no empty space: all of the cells are

occupied all of the time. Interactions between plant

species occur only at recruitment. Cells become

available for recruitment only through the death of

their former occupants, and the total amount of

recruitment is exactly equal to the total number of

module deaths across all species. The interest

hinges entirely on the fraction of recruitment that is

achieved by each species. Suppose that the arena

consists of 1000 cells so that the total population of

species A plus species B is always 1000 modules.

We begin with 500 modules of each, scattered

randomly over the matrix (although the spatial

pattern is inconsequential, since this is not a spa-

tially explicit model). We shall assume that both

species have the same modular death rate D and

differ only in their fecundity, with FA> FB. In the

absence of any density or frequency dependence

species A will competitively exclude species B;

the two species cannot coexist. The lottery model

works like this. We compute the total number of

deaths as being 1000�D (since the two species

have identical death rates). Now the only ques-

tion is how many of these 1000�D cells are fil-

led with recruits from species A and how many

from species B. Let’s compute the total seed

production by each species. There are 500 indi-

viduals of A so there are 500� FA seeds of spe-

cies A. Likewise, there are 500 individuals of B

so there are 500� FB seeds of species B. The

lottery means that each empty cell is colonized

by a species with a probability that is simply the

proportion of all seeds that belong to that species. It is
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simple to calculate the total number of seeds

produced as equal to 500� FAþ 500� FB. So the

fraction of empty cells that is captured by species

A is (500� FA)/(500� FAþ 500� FB) and by spe-

cies B is (500� FB)/(500� FAþ 500� FB). That is

all there is to it. In symbols,

NAðtþ1Þ¼ð1�DÞNAþ1000D
FANAP
i

FiNi
ð6:9Þ

The density of species A next year, NA(tþ 1),

comprises the survivors from this year, (1�D)

NA(t), plus the recruits won in competition with

species B for the space opened up by mortality

during the year ¼ 1000D FANAP
i

FiNi
. The lottery model

is put into a loop, and the time series of the species

abundances plotted (Figure 6.8a). As predicted, we

observe competitive exclusion of species B by

species A.

How might an annual plant persist in a com-

munity dominated by herbaceous perennials?

Consider the case of a rhizomatous grass like Fes-

tuca rubra, which spreads vegetatively to form a

dense carpet, beneath which annual plants are

incapable of recruitment from seed. In such a

system, the annual plant always loses out when it

comes into competition with the perennial. If the

perennial is immortal, then the answer is that the

annual and perennial species cannot coexist. If,

however, the tillers of the grass have a non-zero

death rate, then coexistence becomes a possibility.

Death of perennial tillers opens up gaps in the

otherwise impenetrable carpet so that at equili-

brium, a fraction, E*, of the ground is unoccupied

by the perennial. These ephemeral gaps can be

colonized by the annual. So long as the fecundity

and dispersal ability of the annual are high

enough, it can coexist with the perennial, even

though it always loses out in head-to-head com-

petition (Skellam, 1951). In particular, the net

multiplication rate of the annuals needs to exceed

the reciprocal of the equilibrium proportion of

empty gaps:

l>
1

E� ð6:10Þ

So, for instance, if E* is 1% then the net multi-

plication rate of the annual needs to exceed

1/0.01¼ 100 for persistence (Crawley and May,

1987). This model is based on the assumption

that the seeds of the annual are randomly dis-

tributed in space, and that seeds falling onto

the perennial carpet die (rather than enter a

seed bank). If a seed bank can form beneath

the perennial, then the invasion criterion for the

annual is lower than l¼ 1/E*, especially if the

annual seeds are capable of detecting gaps in

the perennial cover (e.g. from the red/far-red

ratio of the light) and germinate only in gaps

(Rees, 1997).
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Figure 6.8 Lottery model. (a) In the absence of density dependence the species with the greater fecundity (species A) causes the competitive
exclusion of the species with the lower fecundity (species B). (b) Coexistence is possible only if species B obtains a rare species advantage. Here
the fecundity of species A declines as its density increases, such that at N¼ 800 it has the same fecundity as species B.
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How would a lottery model need to be altered to

allow coexistence of two species of herbaceous

perennials? Coexistence requires some form of rare

species advantage for species B. As configured

above in this section the fecundity of species A

was greater than the fecundity of species B at all

densities. For coexistence, there must be some

population densities at which the fecundity of

species B is greater than that of species A. The

simplest mechanism producing such an effect

would be an explicit, global, density-dependent

reduction in the fecundity of species A (as might

be caused by a build up of fungal pathogens at

high population densities; Mills and Bever, 1998;

Klironomos, 2002). Suppose that instead of having

its fecundity constant at FA¼ 2.5, species A

experiences nonlinear density dependence in

fecundity such that FA¼ 2.5� 2.98� 10� 24�N8.

Once species A has increased to 800 and species B

has declined to 200, the fecundity of species B,

FB¼ 2.0, is greater than the fecundity of species A,

so species B increases in abundance. The equili-

brium occurs where both species have the

same realized fecundity N� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2:5�2:0

2:98�10�24
8

q
¼ 800

(see Figure 6.8b). As often happens, the mechan-

ism of rare species advantage is actually an

abundant species disadvantage. The rare species

advantage of species B resulted from direct density

dependence acting on the dominant species A

(pathogen attack in this example).

6.10 Biomass mixtures

The behaviour of mixtures has fascinated plant

ecologists for decades, not least because of

the prospect that mixtures might out-yield the

highest-yielding monoculture and/or provide a

lower variance in yield (the insurance principle).

Estimates of the relative abundance of herbaceous

perennials in mixed-species communities are often

based on sorted biomass from destructive samples.

There are two contrasting cases to consider:

first, long-established vegetation, where species

richness is an emergent property resulting from

ecological interactions; second, experimental

communities (often only a few years old and

established from seed), in which the number of

plant species is manipulated experimentally to

create monocultures and polycultures of differing

species richness.

A fundamental question concerns the yield of a

mixture of species compared with the yields of

experimental monocultures of the component

species. Can the yield of the mixture ever exceed

the yield of the maximum-yielding monoculture?

Logic alone suggests that it could not, because this

would involve replacing a larger individual of the

higher-yielding species with a smaller individual

from the lower-yielding species.

The behaviour of biomass mixtures under a

range of scenarios is shown in Figure 6.9. The same

total number of plants is grown in each case: in the

mixtures, half of the individuals are of one species

and half are of the other, regularly interspersed. In

the simplest case (the building block model) there

is no interaction between the species, so the yield

of the mixture is exactly half way between the

yields of the two monocultures. In the case of

extreme contest competition, the species that is the

superior competitor makes up all of the final bio-

mass, so the yield of the mixture is the same as the

higher of the two monocultures. Over-yielding

occurs when the yield of the mixture is greater

than the yield of the higher of the two mono-

cultures, and results from some form of niche

complementarity (e.g. using soil resources from

different depths, or using light at different times of

year) or active facilitation (e.g. species A increases

the growth rate of species B, as with mixtures

including a nitrogen-fixing legume and a grass;

Schwinning and Parsons, 1996). Under-yielding

occurs when both species inhibit one another’s

growth (e.g. through reciprocal allelopathy or

shared natural enemies; Bais et al., 2003).

For experimental systems, where species rich-

ness is manipulated, an intense debate has centred

on the relative importance of the sampling effect

(where more species means a higher probability

that the mixture will include the highest-yielding

species) and complementarity (where niche differ-

ences mean that more (or different) resources are

exploited by the mixture than by the monoculture).

This debate is reviewed by Kinzig et al. (2001), but

recent data from longer-term experiments provide

convincing evidence of over-yielding resulting
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from complementarity in experiments that are run

for a sufficiently long time (Tilman et al., 2001a).

6.11 Trees

Trees have the great advantage of being easy to

count, and it is straightforward to measure their

growth rates, recruitment from seed, and time of

death. There is now a global network of permanent

quadrats established for the long-term study of

tree population dynamics (Wills et al., 2006). In

considering the population dynamics of trees we

need to think about the relative importance

of competition between seedlings and seedlings

(recruitment limitation), between seedlings and

adults (microsite limitation and herbivore effects),

and between adults and adults (resource compe-

tition). It is also essential that we consider the

neighbourhood in which a tree finds itself.

All of the models so far have been underpinned

by the mean-field assumption that organisms

encounter one another in proportion to their spa-

tial average densities, ignoring all spatial infor-

mation on the aggregation and segregation of

plants (Murrell, Dieckmann and Law, 2004). But

individual plants do not experience mean popu-

lation density; they interact with a small number of

neighbours (Mack and Harper, 1977; Weiner,

1982). Local dispersal causes clustering, but this is

within-species clustering. Local competition

pushes individuals apart, whatever species they

belong to. Thus, collectively, these forces lead to

intraspecific spatial aggregation and interspecific

spatial segregation (Pacala, 1997). The class of

spatially explicit models takes account of these

neighbourhood effects, typically through the con-

struction of individually based models. The per-

formance of each individual plant is modelled

m
A m

B b-b p
p+s

oyA
oyAB

uyA
uYAB

1.4

1.2

1.0

0.8

0.6

0.4

0.2

0.0

B
io

m
as

s

Figure 6.9 Biomass performance in mixtures and monocultures. From left to right, the bars represent the following circumstances: mA,
monoculture of species A (dark) with a biomass of 1.0; mB, monoculture of species B (light) with a biomass of 0.4; b-b, the building-blocks
null-hypothesis outcome when A and B are grown in a mixture at half the density in which they were grown in monoculture and achieve
half their monoculture biomass (i.e. no interactions affecting biomass of either species), so A is 0.5 and B is 0.2; p, plasticity expressed by
species A, which expands (0.8) to achieve the same total biomass (Aþ B) as achieved by A alone in monoculture, while species B attains
(0.2) half the biomass as it achieves in monoculture; pþ s, plasticity by species A and suppression of species B such that the total biomass
is the same as the monoculture of A but species B yields (0.1) less than in monoculture; oyA, over-yielding (total biomass greater than the
highest of the monoculture biomasses) caused by species A showing full plasticity (1.0) and species B showing (0.2) its non-plastic
biomass; oyAB, over-yielding caused by both species A (1.0) and species B (0.4) showing full plasticity (i.e. total biomass is the sum of the
two monoculture biomasses); uyA, under-yielding caused by species A (0.3) producing less than half its monoculture biomass in mixture;
uyAB, under-yielding caused by both species A (0.3) and species B (0.1) producing less than half their monoculture biomasses in mixture. It is
a genuine statistical challenge to distinguish between these competing hypotheses from field data.
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throughout its life as a function of the number,

size, spacing, and identity of its immediate

neighbours. The aim is to understand the long-

term and large-scale consequences of local inter-

actions and finite dispersal. There are four essen-

tial components to an individually based model:

the growth kernel, the mortality kernel, the

fecundity kernel, and the dispersal kernel.

The word kernel is used to refer to the distance-

dependence of the different processes from a focal

individual. For instance, the dispersal kernel

describes the probability density with which new-

born offspring are displaced at different distances

from their parents. The size of the kernel can be

estimated by maximum likelihood from field data,

having chosen a particular functional form to

describe the shape of the distance-dependence of

the function (e.g. Gaussian, hyperbolic, inverse

square, negative exponential). All four processes

might be affected by the size, spacing, orientation,

and specific identity of the plants growing in the

immediate neighbourhood of each individual.

Pacala et al. (1996) present a spatial and

mechanistic model for the dynamics of transition

oak/northern hardwood forests in north-eastern

North America. The purpose of the model was to

extrapolate from measurable fine-scale and

short-term interactions among individual trees to

large-scale and long-term dynamics of forest com-

munities. The model makes population-dynamic

forecasts by predicting the fate of every individual

tree throughout its life. Species-specific functions

predict each tree’s dispersal, establishment,

growth, mortality, and fecundity. Trees occupy

unique spatial positions, and individual perfor-

mance is affected by the availability of resources in

their local neighbourhood. Competition is

mechanistic; resources available to each tree are

reduced by neighbours. The complex version of the

model included light, water, and nitrogen, but the

simplified version includes only competition for

light (shading and light-dependent performance)

because the field data provide little evidence of

competition for nitrogen and water over the range

of sites examined. The model predicts succession

from early dominance by species such as Quercus

rubra and Prunus serotina, to late dominance by

Fagus grandifolia and Tsuga canadensis, with Betula

alleghaniensis present as a gap-phase species in

old-growth stands. The model also predicts that

old-growth communities will exhibit intraspecifi-

cally clumped and interspecifically segregated

spatial distributions. Coexistence between tree

species involves a variety of strategic trade-offs. For

example, species that grow quickly under high light

tend to cast relatively little shade, have low survi-

vorship under low light, and have high dispersal.

In contrast, species that grow slowly under high

light tend to cast relatively dark shade, and to have

high survivorship under low light and low dis-

persal. These trade-offs define one of two dominant

axes of strategic variation, providing a simple

explanation of community-level pattern in terms of

individual-level processes (Pacala et al., 1996).

What makes this study so important is that it

represents a classic example of model simplifica-

tion. The data collected from the field were extre-

mely detailed. There were measurements of

several resources (light, water, nitrogen, phos-

phorus, etc.) throughout the year in multiple

locations. The canopies of all the individuals of all

the different trees species were measured and

described, along with their timber increments.

Seed production, dispersal, seedling recruitment,

and sapling survival were mapped in detail. The

first model was a very complex spatially explicit

simulation model, making use of most of the field

data. Subsequent models were stripped-down

versions which aimed to retain as much explana-

tory power as possible, but with many fewer

parameters. It turned out that a spatially explicit

model with only one resource (light) and greatly

simplified descriptions of canopy architecture

captured most of the details of botanical compo-

sition, relative abundance, and successional

dynamics.Thenext simplification,however, inwhich

the spatially explicit model was replaced by the

mean-field approximation, proved to be a step too

far. The spatially explicit model performed dramati-

cally better than the mean field model: the extra

detail in the spatially explicit model was fully justi-

fied by its greatly increased explanatory power.

It is a real challenge to capture the essential

dynamic behaviour of a spatially explicit, indivi-

dually based model in a simple, analytically

tractable model, but the mathematical problems of
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doing this are formidable. The mean-field models

make life easy by assuming that spatial pattern is

irrelevant. To account for the effects of differences

in spatial pattern requires that attention be paid to

the details of the spacing of pairs of plants, triplets

of plants, and so on. In an aggregated pattern,

pairs of individuals are closer to one another, on

average, than they would be in a random pattern.

Likewise, in a regular pattern, pairs of individuals

are further apart (more spaced out) than they

would be in a random pattern. If we had a two-

species model, then in statistical jargon we need to

be concerned with spatial auto-covariance of each

species and the spatial cross-covariance of the two

species. The problem is that the analytical solution

for pairs of individuals depends on the distribu-

tion of triplets of individuals, and the solution for

triplets depends on the distribution of fours, and

so on. A line needs to be drawn, and the mathe-

matical name for the drawing of that line is

moment closure (Murrell et al., 2004). For the mean

field models used so far, the moment closure was

based on the assumption that individuals

encountered one another at random, so the inter-

action term simply involved the product of the two

mean densities. In a ground-breaking paper,

Bolker and Pacala (1999) used moment closure to

address the question of how limited seed dispersal

affects coexistence in a multi-species plant com-

petition model; the idea is that limited seed dis-

persal by the competitive dominant provides a

refuge for the inferior competitor. Limited dis-

persal and local competition create spatial pattern

by causing intraspecific clumping and interspecific

segregation. Bolker and Pacala showed that

three fundamental spatial strategies of plants—

colonization (favouring wide dispersal), rapid

exploitation, and tolerance (both favouring short

dispersal)—emerge from a simple, continuous-

space, stochastic model of spatial competition and

local dispersal. Each of the three strategies exploits

a different part of the spatial covariance structure

of the community and, between them, the three

strategies partition all of the spatial variability in

the environment (Bolker and Pacala, 1999). Note,

however, that there is still considerable debate

about the best approximation that allows moment

closure (Murrell et al., 2004).

6.12 Herbivores and plant population
dynamics

Every aspect of plant performance can be influ-

enced by herbivorous animals and plant pathogens

(germination, growth, seedling survival, flowering,

seed-set, and seed mortality both pre- and post-

dispersal; Crawley, 1983, 1997, 2000). This does not

mean, however, that herbivore feeding has any

impact on plant population dynamics under field

conditions. For instance, plants may be able to

compensate for herbivore feeding, there may be

density dependence in mortality or fecundity,

recruitment may not be seed-limited, and so on

(Crawley, 1983). In many cases, it appears that

plant–plant interactions (interspecific competition)

are a more important determinant of plant com-

munity dynamics than plant–herbivore interac-

tions (Crawley, 1997). It is important to note,

however, that when we say that herbivory has no

effect on plant population dynamics, this is not the

same as saying that herbivory has no effect on

plant fitness. For instance, the seeds that take

possession of limited microsites are dispropo-

rtionately likely to come from parents that were

more resistant to (or tolerant of) herbivory.

6.12.1 Herbivory and plant productivity

The simplest kind of plant–herbivore interaction is

exemplified by a sown grassland grazed by

domestic livestock. The number of herbivores is

determined by the farmer, and the farmer looks

after the animals during the unfavourable season.

This is important, because it means that the ani-

mals do not need to be supported by grassland

productivity through the winter. Since the number

of animals is fixed, the only dynamic variable is

grass biomass (typically measured by leaf area

index). In spring the grass begins to grow, and leaf

area index increases exponentially. By early sum-

mer, self-shading of leaves means that increase in

leaf area index slows and eventually stops (Figure

6.10). Once the animals are introduced to the

pasture, they feed at a constant rate, C. So long as

the animals are introduced to the pasture late

enough that plant production exceeds herbivore

consumption, then the system is stable. However,
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if the animals are introduced too early, then con-

sumption exceeds growth rate and leaf area index

is driven inexorably down to zero (to the left of the

open symbol in Figure 6.10). By judicious choice of

animal numbers and timing and duration of

grazing, the farmer can harvest substantially more

biomass from the grazed grassland than from the

ungrazed system cut once at the end of the

growing season (Black, 1964). In this very restric-

ted sense, herbivory can increase plant prod-

uctivity. This is not the same as saying that

herbivory increases the Darwinian fitness of the

plants. On the contrary; defoliation by herbivores

prevents flowering of the grasses and reduces

fecundity to zero. Note also that grazing increases

the food quality for the herbivores (by stimulating

regrowth, hence reducing mean leaf age and

increasing mean nitrogen content) while at the

same time reducing food quantity. In the absence of

grazers, the grasses would flower, run to seed and

then die back, dramatically reducing the food

quality for herbivores.

To understand the dynamics of a free-ranging

wild herbivore population we need to model the

causes of fluctuations in herbivore numbers. In the

absence of predators and diseases, wild herbivore

populations are likely to be limited by food avail-

ability, as exemplified by the Soay sheep on the

island of St Kilda off the coast of Scotland

(Crawley et al., 2004). Here, plant production is

strongly seasonal, and herbivore numbers are

limited by minimum (winter) levels of food avail-

ability. As a consequence, grazing pressure is

relatively low during the plants’ rapid growth

phase in the summer, and plants can recover their

condition (i.e. a system like this would not be said

to be over-grazed). The equation for plant

dynamics contains gains through density-depen-

dent growth (i.e. plant biomass has a maximum in

the absence of herbivores) and losses through

grazing (the functional response of the herbivores):

dV

dt
¼ rVðK � VÞ

K
� aNð1� e�bVÞ ð6:11Þ

where V is vegetation biomass, r is the maximum

per capita plant growth rate, K is the herbivore-

free equilibrium plant biomass, N is the number of

herbivores, and a(1� exp(� bV)) is the functional

response (the per-animal feeding rate as a function

of plant availability, V). The herbivore equation

contains a term for the numerical response (which

is related to per-capita feeding success) and a term
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Figure 6.10 Grazing a sown pasture with domestic animals. So long as the animals are introduced after pasture biomass exceeds 4 t/ha
the rate of production (solid curve) exceeds the offtake rate by the animals (dashed line) and pasture biomass increases (zone II) to a stable
equilibrium (solid circle). Above a biomass of 8 t/ha, grazing causes a decline in plant biomass (zone I). If plant biomass falls below 4 t/ha
(open circle) grazing eventually removes all of the above-ground plant mass (zone III).
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for herbivore deaths. The behaviour of the system

is critically dependent on the linearity of this her-

bivore equation. Here is the simplest case:

dN

dt
¼ fNð1� e�bVÞ � dN ð6:12Þ

where f is the numerical response and d is the per-

capita herbivore death rate. At equilibrium we

have fN(1� e� bV)¼ dN, so dividing both sides by

N allows a solution for the equilibrium plant

abundance V*:

V� ¼ � logð1� ðd=fÞÞ
b

ð6:13Þ

As in many versions of the Lotka–Volterra pre-

dator–prey model (see Chapter 5 in this volume),

we observe the strong, counter-intuitive property

that equilibrium plant abundance does not depend

on the biology of the plants: if you double the plant

growth rate, r, you have no effect at all on equili-

brium plant abundance. Plant abundance is

determined by the herbivore’s death rate, d, the

numerical response parameter, f, and the func-

tional response, b. Increasing plant growth rate

makes the herbivore population more abundant, but

has no effect on equilibrium plant abundance.

Alternatively, the herbivore equation might be

nonlinear: here is a case where the herbivore

population experiences direct density dependence

in its death rate (as might be caused by a viral

disease, for instance):

dN

dt
¼ fNð1� e�bVÞ � dN2 ð6:14Þ

Now, at equilibrium, the Ns do not cancel out, so

V� ¼ � logð1� ðd �N�=fÞÞ
b

ð6:15Þ

Since V* now depends on N*, increasing plant

growth rate does increase equilibrium plant abun-

dance. In both models, however, the plant–

herbivore interaction is highly stable (for details

see Crawley, 1983). In field systems like the Soay

sheep, fluctuations in herbivore numbers are dri-

ven by severe winter weather and by over-

compensating density dependence in herbivore

mortality (mass starvation) in years when winter

food supply is low. The fluctuations are not the

result of over-exploitation of the plant resource,

and the plant–herbivore interaction is conse-

quently highly resilient (Crawley et al., 2004).

Pacala and Crawley (1992) investigated the

relationship between herbivory and plant species

richness. They used a lottery model of herbivory

and assumed that partial defoliation affects a plant

species’ relative competitive ability (Cottam et al.,

1986) rather than (as in predator–prey models)

increasing its death rate. They modelled the

dynamic effects of herbivore feeding on plant

abundance rather than the detailed dynamics of

the herbivore population. Their key finding was

that herbivory can enhance plant diversity in two

qualitatively different ways: first, through global

density dependence, when the level of herbivory

increases monotonically as the plant increases in

abundance, and second, when spatial variation in

herbivory creates ephemeral local refuges from

herbivory for competing plant species.

Both mechanisms require that there is a positive

correlation between palatability and competitive

ability and that the herbivores exhibit strong

dietary preferences (or, conversely, that the plants

show strong differences in grazing tolerance). This

accords with the common field observation that

the plant species that grow most quickly to dom-

inance (i.e. the most competitive species) when

herbivores are excluded (e.g. by fencing) are the

first to decline (i.e. are most palatable) once her-

bivores are readmitted (e.g. by removing fences;

Crawley, 1990). If there is no correlation between

palatability and plant competitive ability, then

herbivory will only enhance plant species richness

if the animals are relatively monophagous on the

most competitive species.

Many plant species benefit from the presence of

herbivores in the sense that their population den-

sities go up (grazing managers refer to such species

as increasers). Increasers are species that are avoided

by the grazing animals because they are unpalatable

(either toxic or of low food quality) and selective

grazing on the palatable species (the decreasers)

provides competitor-release for the unpalatable

species (Crawley, 1990, 1997). When herbivores are

excluded, the competitive balance is reversed, and

the palatable species (with their high growth rates
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but low investment in defence) out-compete the

unpalatable species. Note, however, that the traits

associated with unpalatability (toughness, low

nitrogen content, etc.) are confounded with other

adaptations like drought-tolerance (narrow,

drought-adapted (xerophyllous) leaves), nutrient

deficiency, tolerance of ultraviolet radiation, and leaf

surfaces that afford protection from fungal patho-

gens and other micro-organisms, and this means that

unequivocal interpretation of herbivore effects is

difficult without manipulative experiments.

6.13 Conclusion

The patterns of density dependence exhibited by

plants lead to a predominance of contest compe-

tition and a consequent stability of population

dynamics. This applies both to resource competi-

tion (e.g. for limiting nutrients or for light) and to

interactions with herbivores and pathogens (e.g.

Janzen–Connell effects; Janzen, 1970; Connell,

1971). Even in a system as apparently simple as

diatoms in the ocean phytoplankton, spatial het-

erogeneity can play a key role in determining

population dynamics (e.g. opposing vertical gra-

dients in light intensity and nutrient supply), and

competitive interactions between the species may

be capable of generating population fluctuations

strong enough to play a role in promoting coex-

istence. For rooted terrestrial plants, density

dependence manifests itself as interactions with a

small number of neighbours, and the size and

specific identity of neighbours are the main

determinants of plant performance. Under these

conditions, spatial pattern is often as important as

global density, and spatially explicit models tend

to out-perform their mean-field counterparts. The

theory of plant population dynamics is now rea-

sonably well developed, and there are many cases

where we require data from long-term manip-

ulative field experiments to distinguish between

alternative theoretical models.
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CHAPTER 7

Interspecific competition and
multispecies coexistence

David Tilman

7.1 Introduction

Interspecific competition is an interaction in which

species inhibit each other such that increased

abundance of one species leads to lower growth

rates of the other species. Numerous field studies

have shown that interspecific competition is a

major force determining species abundances for

a wide variety of taxa in many different ecosystems

(Harper, 1977; Tilman, 1982; Connell, 1983;

Schoener, 1983; Aarssen and Epp, 1990; Goldberg

andBarton, 1992; Casper and Jackson, 1997;Miller et

al., 2005). Predator–prey interactions can also be of

simultaneous importance in determining the abun-

dances and dynamics of species (e.g. Sih et al., 1986),

as can host–pathogen interactions (e.g. Hassell and

Anderson, 1989; Hochberg et al., 1990; Dobson and

Crawley, 1995; Mitchell and Powers, 2003) and

mutualistic interactions (e.g. Kawanabe et al., 1993;

Richardson et al., 2000; Stachowicz, 2001). Although

this chapter focuses on competition, all types of

interaction operate simultaneously in nature.

Much of the early and continuing interest in

competition has centered on how so many compet-

ing species coexist. G.E. Hutchinson (1959, 1961)

posed the paradox of the plankton, asking how 30 or

more species of algae could coexist in a few milli-

liters of lake or ocean water when there were only

one, two, or three limiting resources and when the

open waters of lakes and oceans were so homo-

geneous because of wind-driven mixing. Theory

predicted that no more species could coexist

than there were limiting factors or resources (e.g.

MacArthur and Levins, 1964; Levin, 1970;

Armstrong and McGehee, 1980). The same paradox

occurred for terrestrial plants and animals. The

Earth’s 250 000 species of vascular plants compete

for a few limiting factors (usually a subset of nitro-

gen, phosphorus, potassium, calcium, water, and

light).A largepart of theirdiversity can, of course, be

explained by the heterogeneity seen along major

continental-scale and smaller-scale spatial gradients

(Tilman, 1988). Expressed another way, these

250 000 vascular species are spread among perhaps

50 different biomes that occur in each of the five

major biogeographic realms of Earth. One might

expect different species in different biomes because

of their differing climates. Because of their often

separate histories of speciation, one might expect

different species to occupy a given biome on each

continent. Still, given about five separate instances

of each of about 50 different biomes, each biome

contains a rough average of about 1000 plant species

that seemingly compete with each other for only a

few limiting factors and yet still coexist. Animal

diversity is about 20 times higher. The peak of life’s

diversity occurs in the taxa of smaller-sized organ-

isms (May, 1986) which, for animals, are insects, of

which there are thought to be roughly 5 million

species, or about 20 000 species per biome, although

the total is still far from certain (e.g. May, 1988,

1990a, 1992; Ødegaard, 2000).

As a theoretical challenge, Hutchinson’s paradox

of diversity has now been resolved by a large num-

ber of theories showing that, given certain assump-

tions, numerous competing species can coexist

within local habitats. For instance, high diversity of

coexisting competitors can result from spatial

heterogeneity (e.g. MacArthur, 1972, pp. 46–58; Til-

man, 1982), temporal variability (e.g. Levins, 1979;

Armstrong and McGehee, 1980; Chesson, 1986;
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Huisman andWeissing, 1999), spatial structure and

interactions between competition and colonization

(e.g. Horn andMacArthur, 1972, pp. 46–58;Hastings,

1980; Levin et al., 1984; Gaines and Roughgarden,

1985; Gilpin and Hanski, 1991; Tilman, 1994), and

trophic complexity (e.g. Paine, 1966; Levin et al., 1977;

Lubchenco, 1978; Menge and Sutherland, 1987; Til-

man, 1982; TilmanandPacala, 1993). In essence, these

studies show that, in theory, an almost unlimited

number of species can coexist if the simple classical

models of competition are made one step more

realistic by adding spatial heterogeneity, or non-

equilibrial dynamics, or implicit or explicit space, or

another trophic level (Tilman, 1982; Tilman and

Pacala, 1993). In addition, a high diversity of com-

petitors could result from the interplay of speciation

and extinction processes in systems in which all

competing species were functionally identical; that

is, neutral (Hubbell and Foster, 1986; Hubbell, 2001).

Although no longer paradoxical, biodiversity

remains a mystery. We now know that it is plau-

sible for many competing species to coexist in local

habitats, but do not know, for any ecosystem, what

actually explains the coexistence that is observed.

The solutions to this mystery are of both academic

and societal importance. A variety of analyses

suggest that the Earth may be on the verge of a

major, human-caused extinction event (Terborgh,

1974; Ehrlich and Ehrlich, 1981; Nitecki, 1984;

Wilson, 1988; Tilman et al., 1994; Pimm et al., 1995;

May et al., 1995; Manne et al., 1999; Pimm and

Raven, 2000). Habitat destruction and fragmenta-

tion, nutrient loading (especially nitrogen and

phosphorus), introduction of exotic species, cli-

mate change, and other aspects of human-driven

environmental change each have the potential to

cause extinctions, perhaps massive extinctions,

during the coming century. However, forecasts of

extinctions will remain speculative and limited

until we know the underlying mechanisms

whereby the species were coexisting in nature.

Academically, we do not yet understand many of

the fundamental processes that caused Earth to

become so amazingly rich with life. For instance,

although it is empirically clear that, for 3 billion

years, speciation rates have tended to exceed

extinction rates, causing global diversity to rise,

the reasons for this are unclear. Similarly, latitu-

dinal gradients in species diversity are much better

described and understood, in an empirical sense,

than in the era of Wallace and Darwin, but their

underlying cause remains an open question.

Finally, although we now understand much more

fully the effects of the diversity of competing

species on stability (e.g. May, 1973a; McNaughton,

1993; Tilman et al., 2006) and productivity (Darwin,

1859; Loreau et al., 2001; Tilman et al., 2001a;

Hooper et al., 2005), the effects of productivity on

diversity have not yet yielded to a single general

theoretical explanation.

This chapter will explore competition theory,

including how it is that so many competing species

can coexist, and thus why one or a few species

have not been able to displace all their competitors

and dominate portions of the Earth’s surface.

Several alternative mechanisms of competition, all

of which may be able to explain observed multi-

species coexistence, will be considered.

From its earliest beginnings, theoretical ecology

has explored the effects of competition. The logis-

tic growth equation, in its continuous form (Ver-

hulst, 1838) and especially its discrete form (May,

1974c, 1976b), abstracts the essence of the effects of

intraspecific competition on population dynamics.

Lotka (1925) and Volterra (1931), two founders of

theoretical ecology, proposed a theory of inter-

specific competition that was a logical extension of

Verhulst’s continuous logistic growth equation.

Hassell and Comins (1976) proposed a similar

discrete-time model. These models have provided

fundamental insights into the forces determining

the coexistence, abundances, and dynamics of

competing species. They have been followed by

more mechanistic models of competition and of

the interplay between competition and dis-

turbance, dispersal, predation, or other factors.

Here we will consider several different models of

interspecific competition, the conditions that each

requires for stable coexistence of multiple species,

and some of their broader implications.

7.2 The Lotka–Volterra competition
model

Let us first consider the classic continuous Lotka–

Volterra competiton model, which describes the
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phenomenology of competition—how the rate of

change of a species (dNi/dt) depends on its own

population density (Ni) and on the densities of its

competitors (Nj):

dNi

dt
¼ riNi

Ki �Ni �
Pn
j¼1

aijNj

Ki

0
BBB@

1
CCCA ð7:1Þ

where subscripts i and j refer to species i and j, ri is

the intrinsic rate of increase of species i, Ki is

its carrying capacity (the equilibrium number

of individuals for the species in the absence of

interspecific competition), aij is the competition

coefficient specifying how many individuals of

species i are displaced by the presence of each indi-

vidual of species j, and n is the number of competing

species.

In this model, an increase or decrease in the

abundance of one species causes decreases or

increases, respectively, in the growth rates of its

competitors. The conditions for stable equilibrial

coexistence of two competing species is easily

derived by examining the isoclines (conditions for

which are dNi/dt¼dNj/dt¼ 0) of the two species

(Figure 7.1). Simply put, the two species stably

coexist when each species inhibits itself more than

it inhibits the other species. Mathematically, two

species stably coexist when K1<K2/a21 and

K2<K1/a12. To understand the basis of the simple

generalization offered above, consider the ecolo-

gical meaning of the four terms in the two

inequalities that give the necessary conditions for

two-species coexistence. K1, which is the carrying

capacity of species 1, is the number of individuals,

N1, required for species 1 to fully inhibit itself; that

is, to drive dN1/dt to 0 in the absence of species 2.

K2/a21, which is the point at which the isocline for

species 2 intersects the N1 axis, is the number of

individuals of species 1 that are required for spe-

cies 1 to drive dN2/dt to 0, also when species 2 is

vanishingly rare. Thus, the inequality illustrated

by the two points of intersection on the N1 axis

simply states that it takes more individuals of

species 1 to fully inhibit species 2 than for it to

fully inhibit itself; that is, that species 1 inhibits

itself more than it inhibits species 2. Similarly, the

two points of interaction of isoclines on the N2 axis

correspond with species 2 inhibiting itself more

than it inhibits species 1. These two inequalities

give the simple rule that two species can stably

coexist at equilibrium when each inhibits itself

more than it inhibits the other species, when

inhibition is defined as above.

The dynamics of competition among two species

competing according to the Lotka–Volterra model

are simple. Sustained oscillations do not occur, and

Lotka-volterra competition

Stable coexistence

dN1

dt
= 0

K1

�12

K2

�21

K2

K1

N
2

dN2

dt
= 0

N1

Figure 7.1 Lotka–Volterra competition isoclines for two species. Each isocline shows the densities of species 1 and 2 at which dN/dt¼ 0 for a
species. The two-species equilibrium point is stable because, as discussed in the text, each species effectively inhibits itself more than it inhibits
the other species, as indicated by the points of intersection of the isoclines with the axes.
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there can be no limit cycle. A limit cycle may occur

for two species if the model is modified to give

nonlinear isoclines (Case, 2000). As is often true

when the dimensionality of models is increased,

the Lotka–Volterra model can have much more

complex dynamics when three or more species are

considered (Strobeck, 1973; May & Leonard, 1975;

Case, 2000). For instance, given the right combin-

ations of ri, ki (the resource level at which the

species grows at a rate equal to ri/2; also called the

half-saturation constant), and aij, it is possible for

three species to coexist via a stable limit cycle,

although, according to Case (2000), ‘it is quite

difficult to find situations that yield a limit cycle’

for three competing species. It is trivially easy to

find conditions for which three species can stably

coexist at equilibrium—at a three-species equil-

ibrium point. Coexistence in this case can occur if

each species inhibits itself, as defined above, more

than it inhibits each of the other species, with

each pair of species able to stably coexist in the

absence of the third species and the three-species

equilibrium point being above the plane defined

by the carrying capacities of the three species

(Case, 2000).

Much larger numbers of species can also stably

coexist. Consider, first, a case in which species

have identical values for ri and ki and the compe-

tition coefficients, aij, are directly derived from a

model of niche overlap along a resource-utilization

gradient (May, 1973a). In May’s niche overlap

model, species are uniformly spaced along an

environmental gradient and thus have clear inter-

specific trade-offs in their competitive abilities,

each species having its highest competitive ability

at a different point on the gradient. Species are

numbered in order along the gradient. Letting a be

the competition coefficient for adjacent species,

May (1973a) showed that

aij ¼ aði�jÞ2 ð7:2Þ

and that a< 1. As discussed more fully in Chapter

9 in this volume (see Fig 9.2), this model predicts

stable coexistence of any number of competing

species, but also shows that the degree of stability,

as determined by the dominant eigenvalue of

the Jacobian matrix (i.e. local stability) becomes

vanishingly small as diversity becomes large and

species are packed tightly on the gradient (May,

1973a). A second version of the Lotka–Volterra

competition model that also predicts stable coex-

istence of any number of species is also based on

an assumption of strict interspecific trade-offs. In

this case, species also have identical values for ri
and ki, have all aii¼ 1, and have all aij (for i 6¼ j)

equal to each other and less than 1. This is just a

highly symmetric extension of the conditions for

two species (Figure 7.1) or three species to stably

coexist, at equilibrium, that we have already dis-

cussed. In this case, each species inhibits itself

more than it inhibits any other species. This case

has been misinterpreted as being one in which all

species are identical or equivalent, belying the

underlying biology that is needed to make all aij
values be equal and less than 1. Rather, these

parameters mean that species traits are highly

and precisely constrained in a manner consistent

with strong and consistent interspecific niche

differentiation.

During the past two decades, the Lotka–Volterra

competition model has faded from the literature

and been replaced with a variety of more intuitive

and mechanistically realistic models with para-

meters that are more clearly dependent on ob-

servable traits of species and thus are more

easily measured. The Lotka–Volterra model pro-

vides a description of competition that is a near-

equilibrium approximation to thesemoremechanistic

models. Its assumptions of constant a values and

linear isoclines have been widely criticized.

Although changes in the density of one species are

likely to lead to changes in the growth rates

of other species, as the Lotka–Volterra model

assumes, this effect is rarely a direct one in nature.

Rather, an increase in the density of one species

often leads to increased consumption of limiting

resources and thus to lower levels of the resources.

These lower resource levels, in turn, influence the

growth rates of other species. Surprisingly,

there need not be a complexity cost to such

mechanistic detail. If there are a relatively small

number of limiting resources or limiting factors

(e.g. two or three, as is often the case), multispecies

models that directly include simple mechanisms

of resource competition require estimation of
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fewer parameters than do Lotka–Volterra models

(Tilman, 1982). Moreover, these parameters can be

determined via observations of species traits

(Tilman, 1976, 1982; Grover, 1997) rather than via

pairwise competition experiments among all pos-

sible pairs of species (e.g. Vandermeer, 1969).

7.3 Resource competition

7.3.1 A single limiting resource

All plants require the same suite of essential

resources to survive and reproduce, including

water, light, and biologically available forms of

nitrogen, phosphorus, carbon, potassium, calcium,

magnesium, sulphur, and about 15 additional

elements. Resource-addition field experiments

have shown that between one and four of these

resources may limit growth in a given habitat. At

higher trophic levels, each plant may function as

several relatively independent resources for her-

bivores (leaves, roots, xylem, phloem, seeds) or for

mutualists (nectar and pollen for pollinators; root

area and sugars for mycorrhizal fungi or nitrogen-

fixing microorganisms). Each herbivorous species

may be a resource for its predators, parasites,

parasitoids, pathogens, etc. These consumer–

resource linkages, in total, define a large part of the

topology and mechanistic dynamics of food-webs,

with much of the rest provided by decomposition,

which itself has elements that are consumer–

resource interactions. Underlying these linkages are

a few basic mechanisms of consumer–resource

interactions that can be abstracted in simple theory.

Let us start by considering the simplest mechan-

ism—competition for a single limiting resource,

such as competition between twoherbivorous insect

species for a single plant species, or between two

plant species for a single limiting resource.

A factor, R, is defined as being a resource for

species i if increases and decreases in R lead to

increases and decreases, respectively, in the spe-

cific growth rate, fi(R), of the species and if the

species consumes the factor (i.e. qR/qBi< 0). Note

that fi(R) has units of dBi/Bidt, with Bi being the

abundance, or biomass, of species i per area. Let us

assume that the consumer species experiences a

resource-independent loss rate, mi, from mortality,

loss of tissue to senescence, etc. Then, the

dynamics of the consumer would be:

dBi

dt
¼ fiðRÞBi �miBi ð7:3Þ

where fi(R) describes the resource dependence of

the specific net growth rate of the species. A

variety of experiments have shown that fi(R) is an

increasing but saturating function of R. A com-

monly used form for fi(R) is the Michaelis–Menten

or Monod formulation, for which fi(R)¼ riR/

(Rþ ki) so that (1/Bi)dBi/dt¼ riR/(Rþ ki)�mi,

where ri is the maximal specific growth rate of

species i, and ki (the half-saturation constant) is the

resource level at which the species grows at a

rate equal to ri/2. The dynamics of the resource

would be:

dR

dt
¼ hðRÞ �

Xn
i¼1

QifiðRÞBi ð7:4Þ

where h(R) defines the habitat’s rate of supply of

the resource and Qi is resource consumed to make

a unit of biomass. A simple and commonly used

form is h(R)¼ a(S�R) where S is the supply

point—that is, the total amount of all forms of the

resource in the habitat—and a is the rate at which

unavailable forms of the resource are converted

into available forms.

There is a resource level, Ri*, required for the

growth of species i to exactly balance its sources of

loss. At equilibrium, for which dBi/dt¼ 0, growth

equals loss, giving fi(R)¼mi. This occurs at the

resource level Ri*, at which the loss curve inter-

sects the resource-dependent growth curve (Figure

7.2a). By inverting fi(R), it can be seen that

Ri*¼ fi
� 1(mi). A species will be able to maintain a

population and survive in a habitat only if the

habitat has a resource level greater than or equal to

its Ri* value. A given species i would be able to

continue growing (dBi/dt> 0) as long as R> Ri*,

and would go locally extinct if R<Ri*. If a single

limiting resource were to be reduced to and held at

a level less than Ri* by a competitor, species i

would be driven locally extinct by this competitor.

For instance, in Figure 7.2b, species 1 has a lower

R* value than species 2. Species 1 will grow until it

reduces R to R1*. At this level of the limiting
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resource, the growth rate of species 2, which is

f2(R1*), is less than m2, causing it to be competi-

tively displaced.

This result highlights an essential assumption of

resource competition theory: species interact only

through their effects on shared resources. At

equilibrium in a habitat in which there is a single

limiting resource, the best competitor is the species

that has the lowest Ri*. It will be able to keep

growing and reducing R down to its Ri* value. At

this value of R, the resource-dependent growth

rates of all other species would be less than their

loss rates, and all of the other species would

experience a negative exponential decline toward

an equilibrial abundance of 0 (Tilman, 1976, 1977;

Hsu et al., 1977).

This deceptively simple R* rule of competition

has proven to be surprisingly robust in controlled

competition experiments studying freshwater and

marine plankton (Tilman, 1976, 1977; Tilman et al.,

1982; Sommer, 1986, 1990; Rothhaupt, 1988), bac-

teria (Levin et al., 1977; Hansen and Hubbell, 1980),

and terrestrial plants (Tilman and Wedin, 1991a,

1991b, Wedin and Tilman, 1993), although many

additional tests will be needed to determine its

generality and predictive power, especially for

higher plants and animals (Miller et al., 2005).

Because resource competition is mediated

through effects of each species on resource levels,

it is not surprising that a single ‘trait’ of each

species, its R* value, predicts the outcome of

competition for a single limiting resource. R*

summarizes and abstracts the effects of many

underlying physiological and morphological pro-

cesses. Let us consider plants, though similar issues

arise for any type of organism. The resource-

dependent growth rate of a species depends on its

ability to capture the limiting resource. For plants,

this would depend on root mass, root surface area,

and root nutrient kinetics, assuming that the limit-

ing resource was a soil nutrient. It also would

depend on its ability to retain the resource, which

would be increased by having long-lived tissues

and by translocating the limiting nutrient from

tissues before they senesced. Another aspect of

resource retention would come from decreasing

loss of tissues to herbivores, such as via secondary

compounds in tissues and tissue toughness. Just

such underlying plant traits were included in

several complex differential equation models of

plant growth on, and competition for, a single

limiting soil nutrient (Tilman, 1990). Just as did the

simple version of the resource competition model

(eqn 7.3), these models predicted that the superior
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Figure 7.2 (A) Resource-dependent growth, fi (R ) and loss, mi balance each other at a resource concentration of Ri*, which is the concentration
to which this species reduces R at equilibrium. (B) When two species compete for a single resource, the species with the lower Ri*, which is
species 1, wins in competition. At R1*, the growth rate of species 2 is less than its rate of loss, causing it to have a negative exponential decline
toward local extinction.
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competitor would have the lowest R* value.

Interestingly, this R* depended on every plant trait

included in the models. For example, one of these

models predicted that

R� ¼ rhk cþ sqð Þ
v r� c� sð Þ � rh cþ sqð Þ ð7:5Þ

where, for this equation, r and v are maximal

growth and uptake rates, and h and k are saturation

constants for Droop growth Michaelis-Menten

uptake models; q is proportion of tissue nutrient

lost to senescence, s is senescence rate; c is rate of

tissue loss to all other causes. For realistic values of

these parameters, a species is a better competitor

(lower R*) by having greater tissue longevity (lower

s and c), a lower minimal tissue nutrient level (h),

greater nutrient translocation (lower q), and greater

nutrient uptake (higher v and lower k). The central

point is that equilibrial competitive ability for a

single resource is ultimately determined by

numerous plant traits, the effects of which are

summarized in R* precisely because, under condi-

tions of exploitative competition for resources, the

effect of one species on another comes solely from

its effect on the level of the limiting resource.

7.3.2 Multiple limiting resources or factors

What, then, can allow numerous species to coexist,

at equilibrium, when competing for resources?

Major ways for this to occur are for there to be a

limiting environmental factor, such as tempera-

ture, salinity, or soil pH factor in addition to a

single resource, or for there to be two or more

limiting resources, or for both of these conditions

to occur. Spatial heterogeneity in the limiting

environmental factor and/or in the rates of supply

of the limiting resources could then allow numer-

ous species to coexist.

Let us first consider how spatial heterogeneity in

the supply rates of two or more limiting resources

can lead to the coexistence of many species. Con-

sider, for instance, a case in which there are two

interactive-essential resources, as illustrated with

resource-dependent zero net-growth isoclines in

Figure 7.3a. Each of these isoclines shows the

levels of the two resources for which dBi/dt¼ 0 for

species i. The abundance of a species would

increase if the levels of R1 and R2 fell outside the

isocline, would decrease if levels fell inside

the isocline, and would be constant for levels

on the isocline. When growing by itself in a habitat

with a resource supply point (S1, S2) that fell outside

its isocline, a species would increase in abundance,

consuming resources, and eventually reducing

resource levels down to a point on its isocline.

When two species compete for the two resour-

ces, the isoclines may cross, which would indicate

that those species have a trade-off in their com-

petitive abilities for the resources. If species do

have such a trade-off, and if each forages optimally

for the two resources, the two-species equilibrium

point is one of stable coexistence. Each stable two-

species equilibrium point has associated with it a

region of resource supply points that lead to the

equilibrium point. If multiple species all have

interspecific trade-offs such that a species that is

better at competing for one resource is necessarily

inferior at competing for the other resource, then

there will be regions in which various pairs of

species stably coexist (Figure 7.3a). For examples

with other types of resources, such as substitutable

resources, switching resources and perfectly

essential resources, and for a full treatment of the

underlying mathematics, see Tilman (1980a, 1982)

and Grover (1997).

These trade-offs cause the competitors to

become competitively separated along resource-

supply gradients. The gradient from point y to

point y 0 illustrates sites with progressively lower

rates of supply of R1 and progressively higher

rates of supply of R2. At equilibrium in a habitat in

which there is no dispersal limitation this would

lead first to dominance by species A, then to

coexistence of species A and B, then to dominance

by species B, and so on, as illustrated in Figure

7.3b, along the gradient from y to y 0. In total, all

five species could stably persist in the hetero-

geneous habitats represented by the gradient from

y to y 0. These same species could also coexist in a

more intermingled manner if sites within a habitat

differed in their resource supply rates, such as by

having the range of supply points encompassed by

the ellipse of Figure 7.3a. A simple extension of the

logic behind Figure 7.3a shows that there is no

obvious simple limit to the number of species that
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can stably coexist if all species are constrained by

the same interspecific trade-off in their competitive

abilities for the two limiting resources. To see this,

note that any species that has a trade-off inter-

mediate between that of any two adjacent species

can invade and coexist with each of them. If a

single species did not experience this trade-off, but

rather was a superior competitor for both resour-

ces (isocline inside that of all other species), it

would dominate all habitats, displacing all

competitors.

Let us now consider a case of competition for a

single limiting resource in a habitat in which tem-

perature varies along a gradient, such as from low to

high elevations on a mountain side, or from the

north to south side of hills at higher latitudes, or

from tropical to more poleward sites along a con-

tinental gradient. The growth rate of each species
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Figure 7.3 (a) The equilibrial requirements of five species (A–E) for two interactive-essential resources, R1 and R2, are summarized in their zero
net growth isoclines. Each isocline is a right-angle-like curve with a rounded corner. The isocline for species A shows that it has the lowest
requirement for R2 of the five species, but the highest requirement for R1. There is an interspecific trade-off such that species B–E are each
progressively better competitors for R1 and progressively poorer competitors for R2. The four dots indicate two-species equilibria. The habitat
conditions, as defined by their resource supply points, (S1, S2), that are drawn into each equilibrium point via resource consumption, are indicated
as regions in which various pairs of species coexist. The line from y to y 0 represents a gradient in resource supply points, and the ellipse
represents a habitat that has spatial heterogeneity in supply point as encompassed within the ellipse. (b) Resource competition causes the five
competing species to become competitively separated along the y to y 0 gradient in a manner determined by their resource-requirement trade-offs.
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would be a function of both R and temperature, x

(Tilman, 1999; Lehman and Tilman, 2000). With

Michaelis–Menten growth, we could have

dBi

dt
¼ rigiðxÞ R

Rþ Ki
�mi

� �
Bi

dR

dt
¼ aðS� RÞ �

Xn
i¼1

QigiðxÞ R

Rþ Ki
Bi

giðxÞ ¼ exp � 1

2

x� ti
w

� �2� �
ð7:6Þ

where growth, g(x), is a Gaussian function of

temperature, x, with ti being the optimal tem-

perature of species i. Let us assume, for simplicity,

that species have identical parameters except for ti.
Each species then has its lowest Ri* value in

habitats that have its optimal temperature, ti
(Figure 7.4a). At equilibrium in a habitat in which

there is no dispersal limitation on abundances,

each species is the superior competitor for the

resource for the range of temperatures for which it

has the lowest R* value (Figure 7.4b).

If a habitat has spatial heterogeneity in tem-

perature, it is possible for a large number of spe-

cies to stably coexist within this heterogeneous

habitat. Each species would be dominant in those

sites along the gradient for which it had the lowest
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Figure 7.4 (a) Gaussian dependence of growth on temperature causes the R* of a consumer species to depend on temperature, as shown by its
temperature-dependent resource zero net-growth isocline. In habitats with a temperature and resource level for which the species can survive
(unshaded region), the species would reduce the resource level down to the point on the isocline associated with that temperature. (b) When
many species have trade-offs in their temperature optima, their isoclines define temperature ranges for which each species is the superior
competitor because of its lower Ri* value. For instance, the region between the two vertical dashed lines labeled B shows the habitat
temperatures for which species B is the superior competitor. Modified from Tilman (2004).
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R* for the single limiting resource. Just as was so

for competitive separation along a spatial gradient

in two limiting resources, the competitive separa-

tion predicted when species compete along a

temperature gradient requires interspecific trade-

offs. In this case, the trade-off is simply that a species

that is a superior competitor at one temperature

must be an inferior competitor at other tempera-

tures. There would be no multispecies coexistence,

and no separation along a temperature gradient if a

single species had a lower R* than all other species

at all temperatures. That species would dominate

all habitats, displacing all competitors.

Numerous studies of the temperature depen-

dence of physiology have shown that species have

temperature optima and also differ in the resource

ratios (R1:R2 ratios) at which each has its greatest

competitive ability (Tilman, 1982; Grover, 1997).

More importantly, separation of species along

habitat gradients in temperature and resource-

supply rates, which is the predicted result of these

interspecific trade-offs, is a long-standing and

recurring theme in ecology based both on obser-

vations in a wide variety of habitats (e.g. Beard,

1944, 1955, 1983; Olson, 1958; Whittaker, 1975;

Mooney, 1977; Tilman, 1982; Pastor et al., 1982,

1984; Whitney, 1986) and related theory (e.g.

MacArthur, 1969, 1972, pp. 46–58; May and

MacArthur, 1972; May, 1973a; Tilman, 1982, 1988).

There are other types of resource for which

competition may occur (Tilman, 1982). In all cases,

multispecies stable equilibrial coexistence requires

interspecific trade-offs. If a species arose that was

able to avoid such trade-offs and be a superior

competitor relative to all other species, it would

eliminate its competitors. Indeed, except for the

diversity explanation based on neutrality (Hubbell,

2001), all other explanations for the high diversity

of life on Earth require trade-offs. The trade-offs

need not be purely competitive, as illustrated by

consideration of multispecies coexistence resulting

from a colonization/competition trade-off or a

competition/predation trade-off.

7.3.3 Non-equilibrum coexistence

The examples discussed so far have explored

stable coexistence under conditions in which spe-

cies attain equilibrium. Species may also stably

persist without ever reaching equilibrium or hav-

ing a stable multispecies equilibrium point.

Indeed, Armstrong and McGehee (1976a, 1976b,

1980), Levins (1979), and Huisman and Weissing

(1999) have shown that many more competing

species can persist in spatially homogeneous

habitats than there are limiting resources. The

species persist with fluctuating population den-

sities and fluctuating resource levels, including

potentially chaotic dynamics (Huisman and

Weissing, 1999). The coexistence of more compe-

titors than there are limiting resources occurs

because nonlinearities in the resource-dependent

growth functions of the species interact with

resource fluctuations to create, in effect, new

resources or new limiting factors (Levins, 1979). As

in all the previous cases, this coexistence requires

interspecific trade-offs. In these cases, the trade-

offs stem from the degree and type of non-

linearities in the dependence of specific growth

rates on resource levels and their fluctuations. The

results of these nonlinearities are that species both

create resource fluctuations and respond differ-

ently to them such that each species tends to

inhibit itself more than it inhibits the other species.

Chesson (1994) and Chesson and Huntly (1997)

have provided an alternative way to understand a

broad class of cases of coexistence in varying

habitats. They show that multiple competing spe-

cies can coexist in varying environments (e.g.

temperature variation) only if they have appro-

priate nonlinearities in their growth responses.

Coexistence requires that each species has a

growth advantage when at low density and that

this growth advantage must exceed the costs of

interspecific competition.

7.4 Mixed models

7.4.1 Competition/colonization trade-offs

Individuals of a species are spatially discrete

entities that interact most strongly with their closer

neighbors (Pacala, 1986, 1987). Such neighborhood

interactions can be treated at a variety of levels of

detail, such as by partial differential equation

models (e.g. the models of the spread of novel
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species by Lewis, 1997), in models that use

moment closure to approximate effects of space

(Pacala and Levin, 1997), and cellular automata

models (e.g. Hassell et al., 1991b). At the simpler

end of the spectrum, space can be treated impli-

citly, as it is in the metapopulation and meta-

community models of Levins and Culver (1971),

Horn and Macarthur (1972), Levin and Paine

(1974), Hastings (1980), Tilman (1994), and Chase

et al. (2005). Let us consider a spatially implicit

model in which there is an interspecific trade-off

between competitive ability for a single limiting

resource and colonization ability.

Consider a habitat that is divided into sites, each

the size occupied by an individual adult. To con-

sider space implicitly, rather than explicitly, let us

(as in Chapter 3 in this volume) make the simpli-

fying assumption that a species occupies a portion,

p, of these sites. Where c is its colonization rate and

m is its mortality rate, a simple model of the

dynamics of this species is (see also Chapter 2):

dp

dt
¼ cpð1� pÞ �mp ð7:7Þ

Because 1� p is the proportion of open sites, then

cp(1� p) is the rate at which open sites are filled by

the species. The term mp is the rate at which they

are made empty by the death of the species. At

equilibrium, this species would occupy a propor-

tion p* of the sites, where p*¼ 1�m/c. This shows

that, in a spatial habitat, a species cannot (on

average) occupy all available sites.

This model is easily generalized to any number

of species that have a trade-off between competi-

tive ability and colonization ability. To do this, let

species 1 be the best competitor, species 2 the next

best competitor, and so on. Let colonization rates

vary inversely with competitive ability, with spe-

cies 1 being the poorest colonist, species 2 a better

colonist, species 3 a still better colonist, and so on.

This then gives

dpi
dt

¼ cipi 1�
Xi
j¼1

pj

0
@

1
A�mipi �

Xi�1

j¼1

cjpipj ð7:8Þ

where the first term on the right-hand side of the

equation states that species i can only invade sites

not occupied by itself or any superior competitor

(species 1 to i). The second term is its mortality

rate. The third term is competitive displacement

caused by invasion by a superior species; that is,

by species 1 to i� 1.

This model has the interesting feature that there

is no simple limit to the number of competing

species that can stably coexist at equilibrium in a

habitat that is physically homogeneous, as long as

the species have the appropriate competition/

colonization trade-off (May & Nowak, 1994;

Tilman, 1994). Coexistence occurs because the best

competitor necessarily leaves a portion m1/c1 of

sites empty. An inferior competitor, species 2, that

is a sufficiently superior colonist to species 1 can

invade these empty sites and maintain a stable

population on them despite being periodically

displaced as species 1, the superior competitor,

invades the sites species 2 occupies. This second

species, however, cannot fill all such sites, and the

sites that it and the first species leave open can

support a third species, and so on, with no simple

limit to diversity (Tilman, 1994). This coexistence

hinges on the trade-off being structured such that

each successively poorer competitor overcomes a

limit to similarity in colonization ability (Tilman,

1994). For instance, assuming that species 1 and 2

both have mortality rates of m, then species 2 must

have c2> c1
2/m to invade and persist. Merely

having c2> c1 is insufficient to assure coexistence.

A variety of studies suggest that such competi-

tion/colonization trade-offs occur and may explain

some of the diversity observed in nature. For

instance, species that produce larger seeds may

have competitive advantages because of the

greater ability of their seedlings to acquire deeper

soil resources and/or the higher light levels that

occur at greater heights (Westoby et al., 1997;

Schwinning and Weiner, 1998; Hewitt, 1998).

However, plants that produce larger seeds are

likely to produce fewer of them, and to have them

dispersed shorter distances (Shipley and Dion,

1992; Augspurger and Franson, 1987), giving them

a colonization disadvantage. Another allocation

trade-off that can cause a competition/dispersal

trade-off occurs because species that allocate more

biomass to a competitive structure, such as roots or

stems, have less biomass to allocate to seeds

(Gleeson and Tilman, 1990; Tilman, 1990, 1994).
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Another variant on this is the ‘successional niche’

of Pacala et al. (1996), in which shade-intolerant

species and shade-tolerant species coexist because

the former are better colonists of open sites (tree-

fall gaps) and the latter are better long-term

competitors.

7.4.2 Competition and predation—trophic-level
trade-offs

Paine’s classic starfish-removal experiment (Paine,

1966, 1969) demonstrated that a trade-off between

competitive ability and susceptibility to predation

was allowing many species to coexist in the pre-

sence of starfish that did not coexist when they

were removed. Levin et al. (1977) modeled such

trophic-level trade-offs, showing that they could

explain the coexistence of a large number of com-

petitors and predators on a single limiting

resource. They also tested their model using var-

ious combinations of bacterial prey and phage

virus predators. Their tests confirmed the role of

trade-offs in the coexistence of more prey species

than there were resources limiting the competing

prey species. Another tropic-level trade-off is

encompassed in the hypothesis of Janzen (1970)

and Connell (1971) for the existence of high tro-

pical and coral-reef diversity. Their hypothesis

assumes that species-specific predators, herbi-

vores, or diseases act most strongly against

high-density patches of a given species, and thus

prevent otherwise superior competitors from

dominating a site. Lubchenco (1978) found, in an

experiment in tide pools, that a trade-off between

plant competitive ability and susceptibility to

herbivory allowed multispecies coexistence.

7.5 Discussion

All of the models summarized above predict, as a

first approximation, that there is no simple limit

to diversity. All thus provide potential solutions

to Hutchinson’s paradox, as do many variants on

these and related models, but they also raise the

question of why diversity is not higher. It has

often been suggested that diversity is limited

because species are less likely to persist in the

same habitat when they have closely similar

competitors. As discussed more fully in Chapter 9

in this volume, May (1973a) showed in his
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Figure 7.5 Species diversity during community assembly in a stochastic niche model (Tilman 2004). The probability that a propagule of an
invading species would survive to become an adult and that the adult would successfully reproduce declined as a log function of the number of
coexisting species. The decline occurred because of the lower resource levels that resulted from more complete use of limiting resources at higher
diversity.
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niche-overlap model (eqn 7.2), the decline in

stability with increasing diversity (and thus, also,

with increasing competitive overlap among

species adjacent to each other on the resource

gradient) meant that environmental fluctuations

(noise) would impose a limit to similarity and

thus to diversity.

In a model in which species competed for a

limiting resource along a spatial temperature gra-

dient (as in Figure 7.4), Tilman (2004) showed that,

despite a constant rate of arrival of propagules of

novel species, the chance of successful invasion

and establishment of new species declined dra-

matically as diversity increased (Figure 7.5). In this

stochastic niche theory, propagules had to survive

stochastic mortality while growing to maturity on

the resources left unconsumed by established

species. The theory predicted that the species that

became established each dominated an approxi-

mately equally wide ‘slice’ of the habitat’s spatial

heterogeneity, suggesting a limit to similarity. This

stochastic limit to similarity resulted not from

diversity per se, but from the uniformly lower

levels of resources left unconsumed by the

assembled higher diversity communities and from

the strongly inhibitory effects of these lower and

more uniform resource levels on propagule growth

and survival.

Relative to Lotka–Volterra models, which can

also predict multispecies coexistence, a major

benefit of these more mechanistic models is that

each model has its own signature that lays bare the

requisite environmental conditions and species

traits and trade-offs required for that mechanism

of coexistence. If, for instance, spatial hetero-

geneity in a soil nutrient and light caused high

plant diversity, then nutrient addition and shading

should impact species abundances and diversity.

Also, species should have trade-offs in tissue

nutrient chemistry, allocation to different tissues

(fine roots versus stems), and resultant soil-

nutrient concentrations (R* values) consistent with

patterns in their abundances on natural and

experiment nutrient:light gradients. If, though,

coexistence came from competition/colonization

trade-offs, the trade-off should be between struc-

tures important for resource competition (e.g.

greater fine root mass, lower tissue nutrient levels,

and lower R*-like values on nutrient-poor soil) and

dispersal (higher seed number, viability, and dis-

persal distances). Experimentally, abundances of

better competitors should be increased relatively

more by seed addition than by disturbances,

and abundances of better dispersers should be

increased relatively more by disturbances than by

seed addition. Studies such as those suggested by

these brief sketches are needed in a wide variety of

habitats if we are to gain a deeper understanding

of the factors allowing and maintaining biodi-

versity. In pursuing this issue, it should be

remembered that there is no a priori reason to

suppose that trade-offs in nature are limited to one

or two axes. Rather, trade-offs may reflect selective

forces acting on many constraints and limiting

factors that influence fitness, raising the possibility

that species that seem highly similar when viewed

along one or two trade-off axes might have little

competitive overlap when additional limiting fac-

tors were considered (Pianka, 1976). However, it is

also plausible that a few major trade-off axes may

explain diversity, but that different axes operate in

different ecosystems.

Deeper knowledge of the mechanisms of coex-

istence is of central importance to efforts to pre-

serve biodiversity in the face of the ever-increasing

impacts of humans (e.g. Vitousek et al., 1997b). Let

us briefly consider a few possibilities. If, for

instance, plant species coexist because of trade-offs

that involve competition for nitrogen, elevated

rates of atmospheric nitrogen deposition could

cause substantial loss of biodiversity, as recent

analyses suggest may be occurring (Vitousek et al.,

1997a). If a competition/colonization trade-off is

important, then habitat destruction and fragmen-

tation may lead to an ‘extinction debt’ character-

ized by the time-delayed extinction of the best

competitors (Tilman et al., 1994). These extinctions

would be in addition to those predicted to occur,

via species-area effects, if the destroyed habitat

represented the only remaining sites of occurrence

of some species. If diversity were to result from

multi-trophic-level interactions, then shifts in

trophic structure, such as occur in response

to human-caused loss of top predators or to inva-

sions by exotic predators, parasites, parasitoids,

and pathogens, could similarly lead to the
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time-delayed extinction of prey species. Their loss

could lead to further time-delayed extinctions that

cascaded down the food chain. In each of these

cases, the path toward preservation of biodiversity

hinges on knowing the mechanisms allowing

coexistence and the ways that human-driven

environmental change impact these coexistence

mechanisms.
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CHAPTER 8

Diversity and stability in ecological
communities

Anthony R. Ives

In this lake, where competitions are fierce and continuous

beyond any parallel in theworst periods of human history;

where they take hold, not on goods of life merely, but

always upon life itself; where mercy and charity and

sympathy and magnanimity and all the virtues are utterly

unknown; where robbery and murder and the deadly

tyranny of strength over weakness are the unvarying rule;

where what we call wrong-doing is always triumphant,

and what we call goodness would be immediately fatal to

its possessor–evenhere, out of thesehard conditions, . . . an

equilibrium has been reached and is steadily maintained

that actually accomplishes for all the parties involved

the greatest good which the circumstances will at all

permit.

Stephen A. Forbes, The Lake as a Microcosm (1887)

8.1 Introduction

How the diversity of an ecological community

affects its stability is an old and important question

(Forbes, 1887; Elton, 1927; Nicholson, 1933). The

science of ecology grew out of the study of natural

history in the nineteenth century, when nature was

viewed as wondrous, mysterious, complex, and

largely in balance (even if murderous to experi-

ence from an individual’s point of view; Forbes,

1887). Whereas our current scientific view is more

textured and guarded, the ‘balance of nature’ still

permeates the popular press. Some vestiges also

remain in the scientific literature.

Over the last 100 years, conclusions about the

relationship between ecological diversity and sta-

bility have varied wildly (May, 2001; Ives, 2005).

The goal of this chapter is to show that these

wildly varying conclusions are due largely to

wildly varying definitions of both stability and

diversity. To do this, I will take two tacks, one for

stability and the other for diversity. For stability, I

will give an abbreviated history of the changing

definitions of stability, merging both empirical and

theoretical studies. I make no pretence of being

comprehensive, but will instead pick highlights

that show how the definition of stability often

changes from one study to the next. For diversity1,

I will present a theoretical model to illustrate how

different ‘diversity effects’ on stability can be

parsed out. This model shows in a concrete way

how any theoretical study (and, for that matter,

empirical study) necessarily makes a long list of

assumptions to derive any conclusion about

diversity and stability. The multiple definitions of

stability, and the multiple roles of diversity, argue

against any general relationship between stability

and diversity.

In the final section of the chapter, I will argue

that understanding the relationship between

diversity and stability requires the integration of

theory and experiment. Theory is needed to define

in unambiguous terms the meanings of stability

and diversity. Experiments are needed to ground

theory in reality. Unfortunately, rarely is this done.

8.2 History of stability

To present an abbreviated history of the changing

definitions of stability, I will discuss theoretical

and empirical studies side by side. The empirical

1 Throughout this chapter, I use diversity in a broad sense,

capturing many of the properties that have been used in the

literature to characterize community complexity. Thus, I am

using diversity and complexity synonymously.
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studies generally represent case studies in which

stability is assessed in a way that is most mean-

ingful and/or practical for a specific ecological

system. The same is true for theoretical studies.

Although theoreticians often claim that their

results are general, when addressing an issue as

multifaceted as diversity and stability, the theory

quickly becomes case-specific; the case is circum-

scribed by the specific assumptions made about

diversity, stability, and the structure of the hypo-

thetical community under study. Thus, theoretical

studies have little more claim to generality that

empirical studies.

In the first half of the twentieth century, views

on community structure fell into two camps. The

first was represented by Frederic Clements, who

viewed plant communities as super-organisms

made up of discrete assemblages that eventually

achieved a stable climax: ‘stabilization is the uni-

versal tendency of all vegetation, [and] climaxes

are characterized by a high degree of stability

when reckoned in thousands or even millions of

years’ (Clements, 1936, p. 256). In contrast, Henry

Gleason viewed communities as largely coin-

cidental associations, ‘the resultant of two factors,

the fluctuating and fortuitous immigration of

plants and the equally fluctuating and variable

environment’ (Gleason, 1926, p. 23). From the

Gleasonian perspective, communities did not

necessarily have stabilizing properties beyond

those conferred by the characteristics of individual

species. In terms of determinants of community

composition, the Gleasonian perspective prevailed

over the Clementsian perspective by the 1950s,

with unequivocal demonstrations that commu-

nities do not categorize into discrete assemblages

(Whittaker, 1951, 1956; see Kingsland, 1991).

Despite the death of the Clementsian organismic

view of community composition, the powerful

image of an integrated and inter-digitated com-

munity is still alive today. Communities are still

often viewed as somehow greater than the sum of

their parts, with emergent properties dictated by

the complex web of interactions among species.

Diversity is often discussed as a trait of a com-

munity, and stability as a community function.

Thus, the Clementsian perspective is still common

in ecology, with communities treated as integrated

units having their own properties above those of

the individual species found within. There is a

second parallel between today and yesteryears;

Clements largely ignored animals, as is the case

today in the majority of studies on ecosystem

function.

In the 1950s, Charles Elton presented an argu-

ment that more complex communities were more

stable, where he defined stable as the absence of

‘destructive oscillations’ of the type found in pre-

dator–prey dynamics (Elton, 1958). His argument

was based on six lines of reasoning, all of which

have since been largely overturned. For example,

he argued that both simple models and simple

laboratory experiments with just one prey and one

predator lead to unstable oscillations; therefore, he

conjectured, to explain the stability of natural

communities, systems with more prey and more

predators must be more stable. Unfortunately,

there is—at least mathematically—a general

expectation that the opposite is true2. Elton was

rather uncritical of the idea that diversity begets

stability, as he writes ‘it is a question for future

research, but an urgent one, how far one has to

carry complexity in order to achieve any sort of

equilibrium’ (Elton, 1958, p. 153).

A quasi-mathematical concept of stability was

proposed by Robert MacArthur: a stable commu-

nity is one that, if any single species becomes

abnormally common or rare, it nonetheless con-

tinues to convey energy from the bottom to the top

of its trophic levels (MacArthur, 1955). MacArthur

used the analogy of a food-web as a network in

which species served as nodes to energy flow.

Almost by definition, communities with greater

numbers of species were more stable, because any

gain or loss of energy flow caused by an ‘abnor-

mal’ species would be compensated by flow

through the remaining species. Species diversity

provided redundancy guaranteeing that no single

species controlled the flow of energy through the

food-web. Although given mathematical gloss

with an equation to measure the complexity of

food-webs, MacArthur’s view of diversity and

2 Of course, it is possible to construct examples in which the-

oretical communities with more predators are more stable, but

these have to be constructed carefully; this is addressed for a

specific model in the next section of this chapter.
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stability was nonetheless qualitative, simply

asserting that species serve as conduits, shunting

energy to where it is needed.

In the 1960s, a set of experimental studies

emphasized the importance of trophic structure in

the relationship between diversity and stability.

Pimentel (1961) studied insect communities on

cabbages, comparing cabbage monocultures with

cabbages planted in polycultures with 300 other

species. The herbivores of cabbage occurred at

higher aggregate density in the monocultures.

Pimentel provided three hypotheses for this effect

of plant diversity on herbivore suppression. First,

prey (herbivore) species react differently to fluc-

tuations in environmental conditions, so that even

if some prey species were depressed by ‘bad’

conditions, others would be experiencing ‘good’

conditions. Therefore, the diversity of prey species

attacking the variety of plants in polyculture

ensured that at least some prey were available to

predators at all times, and this dampened the

oscillatory tendency of predator–prey interactions.

Second, the diversity of predators that attacked a

given prey in polycultures increased the chances

that there was a particularly effective predator to

control the prey. Third, the polycultures had a

greater number of highly polyphagous predator

taxa (like spiders), and these ensured that the

dynamics of the predators were less tightly cou-

pled, and therefore less sensitive, to the dynamics

of any one prey species. The conclusion that

diversity creates stability might seem at odds with

Pimentel’s data: in fact, a greater number of prey

taxa feeding on cabbage and a greater number of

predator taxa attacking these prey were found in

cabbage monocultures! However, Pimentel’s mea-

sure of diversity was not the number of prey and

predator taxa, but instead the variation among

prey and predators in key traits. The diverse prey

in polycultures responded to the environment in

different ways (hypothesis 1), and the diverse

predators in polycultures were more variable in

their efficiencies when attacking different prey

(hypothesis 2), and were more polyphagous

(hypothesis 3). Nonetheless, the numbers of both

herbivorous and predatory species on cabbage in

monocultures were greater than in polycultures.

That Pimentel designated monocultures as the

less-diverse community leaves one wondering

how much his interpretation of the data was

influenced by the established view that diversity

begets stability.

In contrast to Pimentel’s field system, Hairston

et al. (1968) studied a laboratory microbial system

with bacteria, three species of Paramecium, and two

protozoan predators, measuring stability as the

persistence and evenness in abundance of species.

While increasing bacterial diversity increased the

stability of protozoans, increasing the number of

Paramecium species from two to three had differing

effects depending on the species; these differences

appeared to be due mainly to a single species

being outcompeted by the other two. Adding the

predatory protozoans separately or together

caused the system to collapse, as they consumed

the Paramecium. In their conclusions, Hairston et al.

emphasized the importance of the identity of

species and the lack of power of any general pre-

diction about diversity and stability. A similar

message was given by Bob Paine from his studies

on species diversity in rocky intertidal commu-

nities (Paine, 1966). At his study site in Washing-

ton State, USA, removal of the dominant predatory

starfish, Pisaster ochraceus, caused the community

of invertebrates to drop from 15 to eight species.

The role of Pisaster in maintaining the stable

coexistence of 15 species was to selectively con-

sume the dominant competitor, a species of mus-

sel, that otherwise would outcompete other species

for space. Like Hairston et al. (1968), this under-

scores how the peculiarities of a single species can

be key to community persistence, and led Paine to

coin a term for this: keystone species (Paine, 1969).

To summarize so far, definitions of stability have

included suppression of outbreaks (Elton and

Pimentel), maintenance of the number of species in

the community (Hairston and Paine), and unin-

terrupted flow of energy through a food-web

(MacArthur). While all contenders have generally

agreed that greater diversity begets greater stabi-

lity, the proposed explanations are all different.

Elton accepted the belief that simple systems are

not stable, and so concluded that it must be greater

complexity that makes real systems stable.

MacArthur emphasized that greater diversity cre-

ates greater redundancy, with many species doing
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pretty much the same thing—shunting energy

through a food-web. Pimentel, Hairston, and Paine

all emphasized the need to understand the diver-

sity of what species actually do, emphasizing dif-

ferences among species rather than species

redundancies. This is especially true for Pimentel,

as he designated the community with fewest pre-

dator species (polycultures) as having greatest

predator diversity. While everybody upheld the

common belief that greater diversity leads to

greater stability, their arguments are so different

they cannot really be viewed as mutually suppor-

tive. And a dissenter to the dogma that diversity

begets stability was about to arrive.

In 1972 Bob May published a theoretical argu-

ment showing that more-diverse model commu-

nities were less likely to be stable (May, 1972; see

also May, 1974b). He employed the ideas and

mathematical techniques from dynamical systems,

approaching ecology with a physicist’s eye. He

constructed communities by creating species and

randomly selecting interaction strengths between

them. For these communities, the probability that

all species will return to their equilibrium densities

decreases with increasing numbers of species, the

proportion of possible interactions among them

that are actually realized (connectance, C), and

increasing average strengths of interaction (�).

Specifically, he showed that such a randomly

assembled community with a large number of

species (S>>1) would almost certainly persist with

all its members if a(SC)1/2<1, but not otherwise.

These results were presented with appropriate

caveats, especially emphasizing that real ecosys-

tems are not assembled randomly, and subsequent

analyses refined the results (Pimm, 1991). None-

theless, May dispelled absolutely the idea that

diversity necessarily begets stability.

Sam McNaughton responded that regardless of

mathematical results, the ultimate court in the

diversity/stability debate had to be experimental,

and the jury was still out (McNaughton, 1977).

McNaughton presented experimental data from

the grasslands of the Serengeti, in which species-

rich and species-poor plant communities were

subjected to fertilization, grazing, and drought. In

all cases, green biomass in the diverse community

was more stable than in the simple community,

with stability assessed by less growth in the ferti-

lization experiments and more rapid recovery fol-

lowing grazing and drought. Although more

stable, the diverse communities nonetheless

experienced greater changes in the relative abun-

dance of species. Thus, ‘diversity stabilizes func-

tion, not diversity’ (McNaughton, 1977, p. 522).

McNaughton argued that it was in fact the com-

pensatory responses of species in species-rich

communities that caused both the stability of their

function and the change in relative abundances

of their species. Finally, reflecting the views of

Hairston and Paine, McNaughton emphasized the

importance of specific species for the behaviour of

entire communities, explicitly stating that ‘the

stability of community functional properties is a

consequence of adaptive properties of constituent

species’ (McNaughton, 1977, p. 522), not emergent

properties.

Stuart Pimm emphasized that the multiple

definitions of diversity and stability made any

attempt to synthesize theoretical and empirical

studies impossible (Pimm, 1984). Therefore, he

proposed a set of four types of stability: resistance

to the initial impact of a disturbance, resilience

measured by the time it takes to recover from

disturbance, persistence of species in the commu-

nity, and variability in species densities. He also

categorized different types of complexity (by

which he meant diversity): the number of species,

the strength of interactions between them (�),

connectance (C), and species evenness. By mixing

and matching different combinations of these

definitions of stability and diversity, many rela-

tionships between diversity and stability could

be obtained. While this certainly helped to make

sense of confusion, at least among theoretical

results, it still left major gaps between theoretical

and empirical approaches, since applying these

definitions of stability and diversity in a mechan-

istic sense is very difficult.

As a final example of a definition of stability,

Dave Tilman made a compelling empirical case

for the separation of stability as measured by the

response of individual components of a commu-

nity from stability as measured by the response

of the entire system (Tilman, 1996). This harks

back to McNaughton’s emphasis that diverse
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communities may preserve function when dis-

turbed, but they do so through more dramatic

changes in species abundances. Tilman’s idea was

framed through a stochastic view of the world, in

which continuous, repeated disturbances batter a

community, and stability is measured by the size

of the fluctuations in the response of species or the

response of the entire community. In more-diverse

communities, individual species might fluctuate

more, yet the community as a whole fluctuates

less. For theoretical support, Tilman turned to a

result derived by May (1974a, 1974b, 2001)-not the

result discussed above, but another result derived

from stochastic theory: with increasing numbers of

competitors in a community, variance in indivi-

dual species densities increases while the variance

in combined species densities remains the same.

By contrasting stability measured for individual

species with stability measured on the aggregate

community, Tilman’s argument attempts to

reconcile the competing claims about the rela-

tionship between diversity and stability.

Unfortunately, I don’t think it really does,

because it does not overcome the issue of the

numerous definitions of stability that are com-

monly used. There has been an accelerating num-

ber of empirical studies on diversity and stability

(Cottingham et al., 2001; Hooper et al., 2005), and

with each new study there is often a new definition

of stability. Almost 10 years ago, Grimm and

Wissel (1997) catalogued 167 definitions of stabi-

lity. This plethora of definitions makes it difficult

to draw any general conclusions from the collec-

tion of studies. I am not critical of this proliferation

of definitions; it seems almost unavoidable as

people study a wide variety of real or mathema-

tical systems. While all definitions somehow relate

to communities ‘staying the same’ for a long time

or in the face of some disturbance, it is only rea-

sonable that staying the same will mean different

things for different communities. But this does

bring up some awkwardness. A given community

might be stable according to one definition of sta-

bility but unstable according to another (Ives,

2005). For example, a diverse plant community

might preserve biomass very effectively in

response to drought, even though many species

are lost, as found by McNaughton (1977).

Furthermore, a community might be very stable to

one type of disturbance but not to another (Leh-

mann-Ziebarth and Ives, 2006). For example, a

diverse plant community might be more stable

against burning than a simple community, while

diversity has no effect on invasibility by other

species (except after burning), as found by Mac-

Dougall (2005). Although there is general support

for the prevalent belief that diversity begets stabi-

lity, the evidence is surprisingly mixed and

muddy (Hooper et al., 2005).

8.3 Effects of diversity

The numerous definitions of stability, and the

trouble this causes any synthetic view of the rela-

tionship between diversity and stability, has been

well recognized in the literature (Pimm, 1984;

Hooper et al., 2005). Multiple definitions of diver-

sity are equally problematic. The most simple

definition of diversity is the number of species in a

community, or species richness. For realistic com-

munities, this needs to be extended to somehow

include functional groups or guilds, such as the

number of species in different trophic levels.

Diversity can include additional information about

the strength of interactions among species, or the

number of possible direct interactions among

species that are realized (connectance). Extending

things further, diversity could include phyloge-

netic information, with evolutionarily divergent

species contributing more to diversity than evolu-

tionarily related species (Webb et al., 2002). The

goal of this section is to address how multiple

facets of diversity may affect stability in different

ways.

My argument is predicated on a truism: a com-

munity of 100 species that are identical in every

way is no different from a community of only one

species. Therefore, determining how diversity

affects stability (regardless of the definition)

requires asking how species differ (Hooper et al.,

2005), and a good definition of diversity should

measure the differences among species in a way

that predicts stability. The question is not how the

number of species in a community affects its sta-

bility, but instead how the differences among

multiple species affect stability.
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To address this question, I will use a simple

model of community dynamics. I confess at the

outset that the results are no more general than is

the simple model. Generality is not the point.

Instead, I want to illustrate two things. First, dif-

ferent types of diversity may have different con-

sequences for stability, even when using a single

definition of stability. Second, any conclusion

about diversity and stability is inherently com-

parative. When concluding that one community is

more stable than another, it is only possible to

attribute this to diversity if the only attribute that

differs between communities is diversity. The

comparison must be made keeping all else equal.

This leads to a fundamental dilemma: there is no

absolute, universally accepted rule about what to

keep equal. Therefore, any conclusion about

diversity and stability is contingent on the deci-

sions made to compare communities. This is an

issue for both empirical and theoretical studies,

but it is more transparent in theoretical studies

because decisions about what to keep equal must

be made explicit.

Consider a model community created by cou-

pling predator–prey pairs (Ives et al., 2000). Let �

denote the strength of prey–prey coupling, and �

denote the strength of predator–prey coupling.

Then for a system with n predator–prey pairs, let

the dynamics be governed by Lotka–Volterra-like

equations:

xiðtþ1Þ ¼ xiðtÞexp rð1�XiðtÞ=KÞ� aYiðtÞþ "iðtÞ½ �
yiðtþ1Þ ¼ yiðtÞexp caXjðtÞ�dþ�iðtÞ

� �
: ð8:1Þ

Here, xi(t) and yi(t) give the prey and predator

densities of the ith predator–prey pair. The per-

capita population growth rate of prey i depends on

its carrying capacity, K, and the per-capita attack

rate from predators, a, both of which (at least for

now) are the same for all prey species. Competi-

tion depends on the combined prey density,

XiðtÞ ¼ xiðtÞ þ �
Pn
j6¼i

xjðtÞ, in which the density of

interspecific competitors is diminished by the

strength of coupling between prey, �. Similarly,

predation depends on the combined predator

density, YiðtÞ ¼ yiðtÞ þ �
Pn
j6¼i

yjðtÞ, in which the

density of predators is diminished by the strength

of coupling �. The per-capita population growth

rate of the predators depends on the number of

prey killed, aXj(t) where XjðtÞ ¼ xjðtÞ þ �
Pn
i6¼j

xiðtÞ,
the conversion of prey into predator reproduction,

c, and the predator death rate, d. Finally, envir-

onmental variation is modeled by including the

normal random variables "(t) and �(t) that have

variances �e
2 and �f

2; for simplicity, I assume that

the correlation between "(t) and �(t) is 0. To let

environmental fluctuations affect prey species

similarly, the correlation between "i(t) and "j(t) is

�e, and correspondingly for predators, the corre-

lation between �i(t) and �j(t) is �f. To simplify the

analyses below, I will set �¼ �e¼ �f.

The centralmathematical result for this discussion

was first derived by May (1974a) for communities

containing only competitors, and re-derived for

systems with multiple trophic levels by Ives et al.

(2000)3. The result is easy to intuit. Suppose first that,

in a community containing n predator–prey pairs,

each pair is dynamically independent (�¼�¼ 0) but

in all other respects the species are dynamically

identical. In this case, adding replicate identical

predator–prey pairs (increasing n) should have no

effect on the dynamics of the combined densities of

prey or predators. Now suppose that all prey species

are identical, so that individual prey are indis-

tinguishable regardless of what species they are

assigned to. This gives �¼ 1, and a similar assump-

tion about predators gives �¼ 1. In this case, adding

more predator–preypairs (increasingn) shouldhave

no effect on the dynamics, because all individual

prey are identical to each other, and similarly for

predators. Thus, for both extremes (�¼�¼ 0 and

�¼ �¼ 1), the number n of species in the community

has no effect on dynamics—and hence no effect on

stability—of the combined densities of all prey and

all predators. The mathematical proof demonstrates

that, at least to a first-order approximation, this is

true not only for extremes, but also for all values of�

and � in between, provided �¼ �.

3 The derivation in May (1974a) differed substantially from

that in Ives et al. (2000), in that the former used continuous-time

models and stochastic calculus, whereas the latter used discrete-

time equations and results from autoregressive stochastic pro-

cesses. However, the underlying explanations of the results are

fundamentally the same.
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The mathematical proof involves community

matrices. Community matrices are linear approx-

imations that describe population dynamics

around equilibrium in deterministic systems (May,

1974b), and describe the variance of stochastic

systems that are not too variable (Ives, 1995). For a

single predator–prey pair in isolation, the com-

munity matrix C is derived by taking the deriva-

tives of eqns 8.1 with respect to x and y, and

evaluating them at equilibrium:

C ¼
@xðtþ1Þ
@xðtÞ

@xðtþ1Þ
@yðtÞ

@yðtþ1Þ
@xðtÞ

@yðtþ1Þ
@yðtÞ

" #
¼ 1� rd

acK

	 
 � d
c

r c� d
aK

	 

1

� �
: ð8:2Þ

The mathematical proof shows that for the system

with n predator–prey pairs, the dynamics of the

combined prey and predator densities,
Pn
i¼1

xiðtÞ andPn
i¼1

yiðtÞ, are governed by the two-dimensional

community matrix

C ¼ 1� rd
acK

	 

1
� � d

c�

r c� d
aK

	 

1

� �
; where

� ¼ 1þ ðn� 1Þ�
1þ ðn� 1Þ�
� �

:

ð8:3Þ

Thus, to a first-order approximation, the dynamics

of combined prey and predator densities are

identical to the dynamics of a single predator–prey

pair whenever �¼� (D¼ 1). This mathematical

result is quite general (given, of course, the struc-

ture of the model). For communities constructed

by replicating modules of interacting species (such

as the replicated predator–prey pairs here), the

dynamics of the entire community are dictated by

the dynamics of the isolated modules. Increasing

the number of identical species has no effect on the

dynamics, because more of the same does not

increase diversity.

This mathematical result refocuses the question

of how diversity affects stability. The question is

not how increasing numbers of species affect sta-

bility, but instead how differences among species

affect stability. Of course, if there are differences

among species, then having more species will

affect stability. But this is really an effect of the

differences among species, not the number of

species per se. This mathematical result meshes

well with the empirically motivated conclusions of

Pimentel, Hairston, and McNaughton, that we

need to know how species differ to understand

any effect of diversity on stability.

To illustrate how various types of differences

among species affect stability, I will consider two

types of difference: (1) differences in species–

environment interactions, in which species

respond to the environment differently, and (2)

differences in species–species interactions, in

which different predator–prey pairs are governed

by different demographic parameters (specifically,

K and a). For these comparisons, I will assume

�¼ �, so that predator–prey pairs are connected

with equal strength through prey and predator

interactions. To complete the comparison, I will

also consider (3) the case in which �¼ 0 and �>0,

so prey have no effect on each other whereas

predators attack all prey species (e.g. Thebault and

Loreau, 2005). The reason for exploring this case is

to demonstrate how assumptions about what to

keep equal determine the conclusions. Figure 8.1

gives example trajectories from eqns 8.1 when

there is a single predator–prey pair (Figure 8.1a)

and when there are four predator–prey pairs

combined under the assumptions of cases 1–3

(Figure 8.1b–d). This figure, while boring, is sim-

ply to demonstrate that the model does give out-

put that looks reasonable.

For each of these three cases, I will use two

closely related measures of stability. First, I

will calculate the dominant eigenvalue of the 2n-

dimensional community matrix for the entire

community, l* (see Chapter 3 in this volume for a

detailed discussion of eigenvalues). Since it is

calculated solely from the pattern and strength of

species interactions, the magnitude of l* gives a

measure of how the stability of the community

depends on interactions among species. This is

the measure that May used to obtain the result

that greater diversity begets lower stability (May,

1974b). Second, I will calculate the coefficient of

variation (CV) for combined prey densities, which

depends not only on the interactions among
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species, but also interactions between species and

the environment. The CV (the standard deviation

divided by the mean) is a convenient measure of

population variability, with higher values of CV

corresponding to greater variability and hence

lower stability for a given level of environmental

variability. I present only the CV for combined prey

densities, rather than also for combined predator

densities, because the two show very similar pat-

terns. The measures of stability, l* and CV, are

mathematically closely related, and it is possible to

use the community matrix, along with information

about the pattern of environmental variability, to

predict the CV of combined species densities (Ives et

al., 2003). The advantage of using both measures is

that l* depends only on species–species interac-

tions, whereas CV depends on species–species and

species–environment interactions.

Consider case 1, in which predator–prey pairs

share the same parameter values but may differ in

how they respond to environmental variability.

Setting �¼ �"¼ �f¼ 1 makes all prey and all pre-

dators from different pairs dynamically identical,

because they all respond to the environment in the

same way. When all species respond to the envir-

onment in the same way, increasing the number of

species n has no effect on the stability of combined

species densities (Figure 8.2a and b), as intuition
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Figure 8.1 Population dynamics produced by eqns 8.1. (a) The case of one prey (solid line) and one predator (dashed line). (b–d) Cases 1–3
(see text) with n¼ 4 predator–prey pairs; the combined prey densities are given with heavy lines. Shared parameter values are r¼ 0.5, K¼ 1,
a¼ 0.3, d¼ 0.2, c¼ 1, �¼ 0.5, �¼ 0.5, �2e ¼ 0:1, �2f ¼ 0:1, and �¼ 0. For (c), values of K for the four prey are 0.9107, 0.9163, 1.0277,
and 0.9038, and values of a are 0.2784, 0.3081, 0.3352, and 0.3252. For (d), �¼ 0.
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Figure 8.2 Stability versus diversity for cases 1–3. For each case, the panels on the left give the magnitude of the dominant eigenvalue l* of
communities matrices and the panels on the right give variability in combined prey density (measured by the coefficient of variation, CV) for
communities with n predator–prey pairs. For (a) and (b), the model given by eqns 8.1 has identical species interactions between each predator–
prey pair. In (b), different lines correspond to different values of �, and to the correlation between ei (t) and ej (t), and between �i (t) and �j (t).
As the differences among species increase (� decreases), the CV in combined species densities decreases, implying greater stability. Dashed
lines give the CV predicted from the model for a single predator–prey pair, for which the CV declines according to (1þ (n� 1)�)/n. For (c) and
(d), the values of a and K vary among predator–prey pairs; lines are the averages of 104 simulated communities with values of a and
K selected from normal distributions with means a and K, and standard deviations given in the panels. For (e) and (f), communities with n
predator–prey pairs had no interactions between prey (�¼ 0), and different lines correspond to differing levels of �. As � increases, the predator
attack rate on the combined prey species increases relative to the strength of competition. As a result, the magnitude of the dominant eigenvalue
of the system of combined prey and predator densities increases with n (eqn 8.3) and the CV of combined prey densities is higher for
larger values of � (f, solid line). Nonetheless, the CV is still predicted by the dynamics of the single predator–prey pair when accounting for the
increasing attack rate (f, dashed lines).
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would suggest. However, if species from different

pairs differ in their responses to environmental

fluctuations (�<1), then increasing the number of

species n in the community decreases the CV of

combined species densities (Figure 8.2b). The

decrease in CV is due to a statistical averaging

effect (Doak et al., 1998); when the environment is

bad for one species, it is not necessarily bad for

another (since �<1), and therefore the combined

density of both species does not fluctuate as much

as either species separately. There is still no effect

on the magnitude of l* (Figure 8.2a), which is not

surprising because species–species interactions

remain identical among predator–prey pairs. Also,

using the community matrix for a single predator–

prey pair (eqn 8.3) as a linear approximation of

eqns 8.1 gives fairly good predictions of the CV

calculated by simulating eqns 8.1 (Figure 8.2b,

dashed lines). This indicates that the role of spe-

cies–species interactions in the stability of the

model with n predator–prey pairs is predicted by

the predator–prey interactions of just a single

predator–prey pair4.

In case 2, predator–prey pairs differ in demo-

graphic parameters. To create these differences,

suppose values of a and K for a given predator–

prey pair are drawn from random variables with

means a and K, and standard deviations � scaled

relative to the mean. Values of a;K, and the other

parameters are set so that when �¼ 0, case 2 gives

exactly the same model as in case 1 under the

assumption that �¼ 0 (Figure 8.2a and b). Differ-

ences in a and K among predator–prey pairs

decrease the endogenous stability of the commu-

nity; the dominant eigenvalue l* of the n-species

community matrix increases with even small dif-

ferences (�¼ 0.05) among predator–prey pairs

(Figure 8.2c). The effect of this is apparent in the

CV in combined prey densities, which decreases

but then increases with increasing n when there

are large differences in values of a and K among

pairs (Figure 8.2d). The net CV of combined prey

density is driven by two forces. First, increasing n

causes a decrease in CV due to differences among

species in species–environment interactions. This

causes the CV to decline in the absence of differ-

ences among pairs (�¼ 0). Counteracting the effect

of differences in species–environment interaction,

differences in species–species interactions (�>0)

raise the CV. Thus, these two types of diversity act

in opposition.

I included the final case, case 3, to address the

issue of making comparisons. Making compar-

isons requires assumptions about what to keep

equal. In both cases 1 and 2, predator–prey pairs

were added while keeping the strength of coupling

among pairs the same (�¼�). This has the effect of

maintaining the overall strength of competition

and the overall strength of predation in the system

as n increases; formally, when �¼�, the sum of

effects of competitors and predators on the per-

capita prey population growth rates at equili-

brium,
Pn
j¼1

@ðxiðtþ1Þ=xiðtÞÞ
@xjðtÞ and

Pn
j¼1

@ðxiðtþ1Þ=xiðtÞÞ
@yjðtÞ , are inde-

pendent of n and �¼ �; the same is true for the

per-capita population growth rate of predators.

For the predation rate, this means that the same

proportion of the total prey population is eaten

regardless of either the number of predator–prey

pairs or the strength of coupling between them.

One could envision alternative scenarios, with for

example increasing numbers of pairs leading to

greater impacts of predation relative to competi-

tion. This might occur if prey occupy different

habitats and therefore do not compete, whereas

predators move among habitats and feed on all

prey. In mathematical terms, this scenario would

mean �¼ 0 and �>0.

When the coupling between predator–prey pairs

only occurs through predation (�¼ 0 and �>0),

increasing the number of pairs n is strongly

destabilizing, causing increases in both the mag-

nitude of l* and the CV in combined prey density

(Figure 8.2e and f). There is a simple explanation

for this. Consider eqn 8.3, which gives the

dynamics of the combined prey and predator

densities in the 2n-species community. The elem-

ent in the top left-hand corner of matrix C,

@xðtþ 1Þ=@xðtÞ, gives the effect of prey density on

the prey population growth rate. When �¼ 0,

4 The deviation between the predicted and observed CV is due

to nonlinearities in eqns 8.1, rather than the inability of the

dynamics of the single predator–prey pair to predict the

dynamics of the system with n pairs.
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D¼ 1þ (n� 1)�; therefore, from eqn 8.3, increasing

n decreases the strength of competition among

prey. Similarly, increasing n increases the element

in the top right corner of matrix C, @xðtþ1Þ
@yðtÞ , thereby

increasing the strength of predation on the prey

population growth rate. Thus, increasing n has

exactly the same effect as reducing competition and

increasing predation in the community matrix for a

singlepredator–preypair (eqn 8.2).Not surprisingly,

increasing predation relative to competition is

destabilizing in the single predator–prey pair, so

increasing predation relative to competition is simi-

larly destabilizing when there are n predator–prey

pairs. In fact, the stability of the n-pair system is well

predicted using the community matrix for a single

pair once this increase in predation relative to com-

petition is incorporated (Figure 8.2f, dashed lines; in

Figure 8.2e the lines coincide perfectly).

To summarize, adding species to a community

only affects stability if the new species are some-

how different. If species respond to the environ-

ment differently (case 1), this can confer stability,

at least if the measure of stability depends on

species–environment interactions (i.e. CV but not

l*). If species differ in strengths of interactions

(case 2), then adding species decreases stability, at

least in this model. Therefore, the effect of diver-

sity on stability depends on how species differ.

These conclusions were made by comparing com-

munities that contain different numbers of pre-

dator–prey pairs, but nonetheless have equal

overall impacts of competition and predation on

prey and predator per-capita population growth

rates. If instead adding species changes the aver-

age strength of interactions among species, this can

change stability. In case 3, increasing predator–

prey pairs decreased stability, because this

increased the overall impact of predation relative

to competition on prey per-capita population

growth rates. Is this an effect of diversity, or is it an

effect of increasing predation? From a theoreti-

cian’s point of view, I would prefer to call it an

effect of predation, not diversity, because the

increase in predation would have identical impacts

on the stability of a single predator–prey pair.

Therefore, it doesn’t really have anything to do

with the numbers of species and the differences

among them. Nonetheless, stepping outside theory

into ugly reality, the importance of predation

relative to competition might in fact increase in

more species-rich communities. This is an empiri-

cal question. For theory, it seems to make most

sense to pick those comparisons that are con-

ceptually most informative, thereby isolating and

separating effects that do not have anything

directly to do with diversity.

8.4 Where to from here?

The relationship between diversity and stability is

not a simple one. More accurately stated, the many

relationships between diversity and stability are

not simple. There are many definitions of stability,

and diversity can have different effects depending

on how species differ. From a theoretical perspec-

tive, the multifaceted nature of diversity and sta-

bility is liberating, in that theoreticians can select

those definitions that give the most interesting

results. The trick is to establish theoretical com-

parisons to isolate specific mechanisms that

underlie diversity–stability relationships. While

liberating for theoreticians, it is annoying for

empiricists, because it might seem to make the

theoretical literature on diversity and stability a

moving target.

How can we address the general relationship

between diversity and stability in real systems? A

seemingly obvious approach is to perform experi-

ments or analyses on a large number of disparate

systems, standardizing as much as possible the

definitions of stability and diversity (Cottingham

et al., 2001; Hooper et al., 2005). If many different

types of community show the same relationship

between (the particular measures of) diversity and

stability, then a meta-analysis across all studies

will reveal a general relationship. I personally

think that this approach is at best inefficient, at

worst misleading. Even if it were possible to match

a specific definition of stability with a suite of

experimental systems for which the definition of

stability makes sense, there is still the problem that

diversity can have multiple effects on stability. In

the simple community whose dynamics are given

unambiguously by eqns 8.1, the effect of diversity

on stability depends not only on how species
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differ, but also on what is kept the same while

comparing communities that differ in diversity.

Given the difficulty of assessing the relationship

between diversity and stability in this simple

model, doing so for large numbers of real systems

seems a bit foolhardy.

An alternative is to select a specific hypothesis

about diversity and stability, and then test it with

detailed study of a single system (e.g. Petchey

et al., 2002; Morin and McGrady-Steed, 2004). This

might make it possible to eliminate hypotheses.

There is an increasing number of experimental

studies designed to test theory on the relationship

between diversity and stability. These studies,

however, often encounter the following problem.

A theoretical hypothesis generally has the form: if

A, then B, where A is a list of assumptions, and B

is the anticipated outcome. For example, in the

theory built around eqns 8.1, the assumptions A

might include that species–environment interac-

tions differ among predator–prey pairs, species–

species interactions are the same, and the strengths

of predation and competition remain unchanged

while increasing the number of predator–prey

pairs. The anticipated outcome B would then be

that increasing the number of pairs increases sta-

bility as measured by the CV in combined prey

density. Suppose we set out to test this theory with

a microcosm experiment such as that of Hairston

et al. (1968) and we find that in fact increasing the

number of predator–prey pairs decreases rather

than increases stability. Does this mean that we

have disproved the theory? No. The theory is a

conditional statement: if A, then B. If B is false,

then two things could be to blame. First, the theory

could indeed be wrong; knowing A might not

predict B. Second, the theory could be right, but A

is not true for the specific experiments we per-

formed. Unless A is rigorously confirmed, testing

whether B is true gives no indication of the validity

of the theory.

I think the best way to proceed is to tie experi-

ments and theory together much more aggres-

sively. There is a growing number of statistical

techniques for fitting models to data (Kendall et al.,

1999; Wood, 2001; Ives et al., 2003). If a model can

be reasonably fit to data, then it will contain the

mechanisms that are responsible for whatever

relationship between diversity and stability is

observed, and confidence in these mechanisms can

be assigned statistically. Ideally, experiments

would be performed to give the greatest power in

detecting, or refuting, the hypothesized mechan-

isms. Alternatively, models could be fit to obser-

vational or experimental data collected for some

other reason. While not optimal for any single

data-set, this certainly opens up far more data-sets

for investigation. Given the infinite number of

possible models, grounding models in specific, real

systems should benefit theory. Conversely, given

the difficulty of making any conclusion from a

purely empirical study, theory tailored for specific

systems should benefit empiricism.

While the relationship between diversity and

stability is fascinating in a purely academic way, in

real life this relationship does matter. It is central

to such questions as: How can an ecosystem be

managed to be stable? Is a given ecosystem espe-

cially sensitive or insensitive to a particular type of

disturbance, such as acidification of a lake? Given

the potential muddle of multiple definitions and

effects, uncertainty about the diversity–stability

relationship might seem overwhelming. None-

theless, there are some clear expectations and

cautions. Although the relevance of diversity to

environmental management and anthropogenic

degradation has often been posed in terms simply

of species numbers, the number of species per se is

unlikely to have a large impact on stability; if all

species are the same, having more of them will not

change stability. However, with more species

comes greater variety among species, and that

variety may play a central role in the stability of

communities (Hooper et al., 2005). As a simple

example, if species differ in tolerances to pH, then

having more species will increase the chances of

having at least a few species that tolerate acid-

ification (Frost et al., 1995, 1999). This insurance

hypothesis (MacArthur, 1955; Walker, 1992; Yachi

and Loreau, 1999) is a heuristic description of the

theoretical results underlying the stabilizing effect

of increasing species diversity when species

respond differently to environmental fluctuations

(Figure 8.2b).

Reading literature on the relationship between

diversity and stability that is now 40 years old, it is
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remarkable how contemporary most of the ‘old’

arguments and conclusions are. One could view

this as depressing; we have made so little progress

that most of the points discussed 40 years ago are

still unresolved. I prefer to take a more positive

view. That the same issues were discussed 40 years

ago as today means that we are asking the right

questions. True, the questions are hard. But they

are becoming sufficiently well articulated that at

least the questions are stable.
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CHAPTER 9

Communities: patterns

Robert M. May, Michael J. Crawley, and George Sugihara

In all areas of ecology, from studies of individual

organisms through populations to communities

and ecosystems, there have been huge empirical

and theoretical advances over the past several

decades. Our guess—a testable hypothesis—is that

the worldwide research community of ecologists

has grown by roughly an order-of-magnitude since

the 1960s, as is of course true for other areas of the

life sciences. One consequence is that it is harder to

put together a book like the present one. And we

find it especially hard when we compare this

chapter on community patterns with the corre-

sponding chapter in the second edition of Theore-

tical Ecology. For the chapters on single

populations, for example, there has been growth

both in understanding the nonlinear dynamical

phenomena that can arise, along with a host of

well-designed field and laboratory experiments

which illustrate these processes. The narrative,

however, retains a unifying central thread, and

much of the task of overview and compression lies

in choosing good examples from an increasing

panoply of choice.

For communities, on the other hand, we find so

many different yet intersecting areas of growth,

many of which have recently produced book-

length collections of papers, that the task of

choosing which topics to emphasize and which to

elide is invidious. The result is necessarily quirky.

Without further apology, here is an outline.

One broad area of community ecology deals

with models for the dynamical behaviour of col-

lections of many interacting species—either within

a single trophic level or more generally—essen-

tially as a scale-up of models for single and pair-

wise-interacting populations. This was the subject

of the preceding chapter. Here, we begin by

emphasizing the importance of work which views

communities from, as it were, a plumber’s per-

spective, looking at patterns of flow of energy or

nutrients or other material. But we then move on

quickly to other topics. These include: the network

structure of food-webs (connectance, interaction

strengths, etc.); what determines species’ richness

(niche versus null models); relative abundance of

species (observed patterns and suggested causes);

succession and disturbance; species–area relations;

and scaling laws (with suggested connections

among some such laws).

9.1 Flows of energy and material

To a first approximation, the basic equation

underlying all life is very simple:

DþnCO2þnH2O Ð ðCH2OÞnþnO2 ð9:1Þ

In the forward direction, left to right, primary

producers (plants, in the most general sense) ‘eat’

photons, coming from the sun and carrying

energy, D, ultimately derived from fusion reactions

within it. This energy enables carbon dioxide and

water to combine to produce the big molecules of

biochemistry, which are essentially combinations

of C, O, and H in the proportions 1:1:2. The other

product of this interaction, oxygen molecules, was

essentially absent from Earth’s atmosphere before

this process evolved. Running backwards, right to

left, plants (in respiratory mode) and animals burn

(CH2O)n with atmospheric O2 to produce energy,

D, for metabolic purposes. To a second approx-

imation, the elements N, P, and S are also essential

for plants and animals, as components of the more

efficient ‘power packs and motors’ that evolution

has forged. In this sense, living things are made up
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of H, C, O, N, P, and S—the big six—in the rough

proportions 3000:1500:1500:16:1.8:1. Beyond this,

a sizable proportion of all the elements in the

periodic table, including many so-called trace

elements, are important for life, with many being

crucial for some functions or in some environ-

ments, even though needed only in very small

amounts.

It is consequently important that we understand

both how these elements flow within ecosystems

(with particular attention to how they may be lost

and to the replenishment processes which main-

tain cycles) and how energy is produced to drive

these flows of material. There are some interesting,

but very rough and tentative, generalizations. One

such in the early 1960s suggested that the food-

chain efficiency for transfer of energy from one

trophic level to the next was generally around 10%

(the correct answer in the Graduate Record

Examinations of the day). Subsequent studies

showed that such food-chain efficiencies can vary

over two or more orders of magnitude, from less

than 0.1% to significantly more than 10%. Some

evidence suggests such efficiencies may, other

things being equal, be higher for carnivores and

detritus feeders than for herbivores, possibly

because biochemical conversion efficiencies are

higher for animals eating other animals than for

animals eating plants. Be this as it may, we here

point the reader to the excellent reviews in Begon

et al. (2006; chapters 16–18), and move on.

9.2 Food-web structure

As discussed more fully in the preceding chapter,

the first generation of (excessively) simple models

for exploring the dynamics of randomly assem-

bled communities of many interacting species

concluded that, as a mathematical generality,

increasing either the number of species or the

strength and/or number of interactions among

them resulted in diminishing stability (in the sense

of greater population fluctuations or less ability to

handle disturbance, or both; May, 1973a, 2001). At

the same time, this work strongly emphasized that

real communities are most unlikely to be randomly

assembled (pace the null models discussed later),

thus redefining the agenda to a quest for how

ecological communities are in fact structured, in

ways which can reconcile complexity with stability

(e.g. Tregonning and Roberts 1979; Sugihara 1982).

In particular, suppose we have a community of

S species where the way each population fluc-

tuates about its equilibrium value (xi(t)¼Ni(t)�
Ni* for the ith population) is determined by its

interactions with other species, characterized by

interaction coefficients aij:

dxi=dt ¼ Sjaijxj ð9:2Þ

Obviously this linearized analysis, where essen-

tially all disturbances are assumed to be initially

relatively small, is only a guide to the full

dynamics. But it is nevertheless useful. In the

simplest caricature, this matrix {aij} of interactions
may be characterized by the average connectance

of the web (the number of links connecting one

species to another, expressed as a fraction of the

total number of topologically possible links), C,

along with the average magnitude (actually the

root mean square) of the interaction between

linked species, a. This interaction strength, a, is

measured in relation to the intraspecific self-reg-

ulatory terms aii, assumed to be all of equal

strength; that is, in effect, we put aii¼ � 1. It fol-

lows that, for large S, these systems will tend to be

stable if

aðSCÞ1=291 ð9:3Þ

and unstable otherwise. This result generalizes an

earlier one, for the special case of Hermitian

matrices, by the physicist Wigner (1958) (see May,

1972; also Sinha and Sinha, 2005). Note that the

magnitude of the interaction strengths, a, is scaled
against intraspecific interaction strengths, and that

the inequality in eqn 9.3 is not exact (for the

familiar Lotka–Volterra competition equation for

two species, for example, the coexistence criterion

a12a21< a11a22 is well-known, but eqn 9.3 applied

too literally would give an extra factor 2
1
2; these

points are not always appreciated).

One tentative suggestion arising out of this

work (May, 1973a) is that compartmentalization of

food-webs may help reconcile increasing species

richness (and consequently more-efficient exploi-

tation of available resources) with stability and
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persistence. Early analyses within trophic levels

find species richness increasing primarily by add-

ing compartments (guilds) rather than by increas-

ing their size (Sugihara, 1982). More detailed and

recent studies suggest that model food-webs

whose connectivity structure and distribution of

interaction strengths conform to observed patterns

do indeed tend to be more stable than their ran-

domly generated counterparts (de Ruiter et al.,

1995; Neutel et al., 2002; Rooney et al., 2006). For a

wider-ranging assessment of current ‘under-

standing of the relationship between complexity

and ecological stability’, see Montoya et al. (2006).

9.3 Food-webs as networks

A scientific growth area in recent years has been

the study of networks of interacting components

within a system, as varied as human or other

animals transmitting infection, proteins in cells,

cells in organisms (e.g. neuronal networks), the

Internet and the worldwide web, and species in

food-webs. Before sketching some of this work on

food-webs, some preliminaries are in order.

An old and well-studied network model is the

Erdos–Renyi random graph (Bollobas, 2001; New-

man, 2003), in which n nodes (or vertices) are

connected by links (or edges) placed randomly

between pairs of nodes. The random matrices

underlying eqn 9.3 are like such graphs, but with

the additional features that the directions and

strengths of the interconnecting links (not just

presence or absence) are specified.

A basic statistic used to characterize the struc-

ture of any large network is its degree distribution,

P(i). Here, P(i) is the probability that a randomly

chosen node will have degree i; that is, be linked to

i other nodes. For the Erdos–Renyi network, the

degree distribution is given exactly by the bino-

mial distribution, or in the limit of large n by the

Poisson distribution: P(i)¼mie�m/i!, where m is

the average number of links.

Poisson and binomial distributions are strongly

peaked about the average, m, with the probability

of finding larger i values diminishing rapidly, as

1/i!. That real-world networks are more compli-

cated was driven home in 1967 by Milgram (1967),

who asked 160 people in western USA to send a

letter to someone (unknown to them) in Massa-

chusetts by sending it to an acquaintance who

might be able to further its journey to the target; 42

letters arrived, after an average of 5.5 hops; hence,

‘six degrees of separation’. This motivated Watts

and Strogatz’s (1998) interesting and influential

work on ‘small-world’ networks, which combine

local clusters with occasional ‘long hops’. We think

this helped focus attention on degree distributions

with ‘fat tails’, which decrease relatively slowly as

i increases. One canonical such distribution is the

exponential:

PðiÞ 	 e�ai ð9:4Þ
More recently, guided by data and the models

discussed here, much attention has been given to

so-called scale-free networks (Barabasi, 2002).

These obey the power-law degree distribution

P(i)	i� g, where g is a constant (usually 2< g
 3).

Such distributions have very fat tails, and also the

peculiar feature that there is no characteristic

number of links per node: hence scale-free.

Two other interesting statistical properties of

large networks are the network diameter, d, and

the clustering coefficient, K. The former is calcu-

lated by first finding the shortest path (smallest

number of links) between each pair of nodes; d is

then the maximum such shortest path (some bio-

logical authors take d to be the overall average

shortest path). For an Erdos–Renyi random net-

work with n nodes, d is proportional to logn.

Exponential networks have smaller diameters, and

scale-free ones are ultra-small (with diameters

scaling as log(logn) in the usual case where

2< g
 3). K is the average probability that two

neighbours of a given node are also neighbours of

each other; that is, how densely packed with tri-

angles a graph is. Again, this quantity is well-

named, giving an intuitive sense of how ‘clumpy’

the network is. Many real-world networks have

high K values (� 0.5). For the Erdos–Renyi net-

work, K¼m/n is, by definition, the same for any

node, regardless of its neighbours. Notice that for

these random networks, the clustering coefficient,

K, is identical with the connectance, C, defined

above. For most other networks, however, the

connectance C—which may equivalently be

defined as the probability that a given pair of

COMMUN I T I E S : P A T T E RN S 113



nodes or species are linked—differs from the

clustering coefficient K.

It is important to remember that, although the

degree distribution gives important information, it

does not define the structure of a network

uniquely (although it does define the connectance,

C). Figure 9.1 shows two networks with identical

P(i) values, but with significantly different d and K

values. More generally, Milo et al. (2002) have

propounded a bottom-up approach which con-

centrates on identifying small patterns (subnets

with three, four, or even five connected nodes) that

are over-represented in the network. These are called

network motifs and can be used to characterize dis-

tinct categories of networks (Milo et al., 2002; Cattin et

al., 2004; Bascompte andMelián, 2005). They can also

be related to the questions of compartmentalization

and stability discussed above.

One major problem, long familiar to workers in

this field, lies in the extent to which constituent

species are lumped into functional groups, in ways

that can bias analysis (Paine, 1988; Sugihara et al.,

1997; Solow and Beet, 1998; Bersier et al., 1999).

Indeed, the question of data resolution, and the

inevitable arbitrary decisions made for lumping

species, and for including or ignoring a linkage,

are clearly problematic. For example, subsampling

versus exhaustive sampling can have significant

consequences for whether a network is accurately

characterized as scale-free (Stumpf et al., 2005).

With this caveat, we ask what patterns, if any, are

found in the degree distributions, diameters, and

clustering coefficients of interacting species in

food-webs?

Two recent analyses (Dunne et al., 2002; Wil-

liams et al., 2002) of 16 high-resolution food-webs

from aquatic and terrestrial ecosystems (with total

species numbers or nodes from 25 to 172) strongly

suggest ‘two degrees of separation’, in the sense

that ‘more than 95% of species [are] typically

within three links of each other’ (Williams et al.,

2002). These degree distributions are not random

Erdos–Renyi ones, although whether they are

exponential, scale-free, or something else is the

subject of debate (Keller, 2005; Proulx et al., 2005).

Interestingly, Stouffer et al. (2005) have shown that

approximately exponential degree distributions

similar to those observed can be derived from two

different models developed from the cascade model

of Cohen et al. (1990). One of these is largely based

on reasonable phylogenetic constraints (Cattin et al.,

2004) and the implied underlying tree-structure

(hierarchy) linking niches (Sugihara 1982, 1984),

and the other on a simple version of a niche-overlap

model (Williams and Martinez, 2000).

Another long-standing question is whether there

are significant differences between terrestrial and

aquatic ecological networks. The analyses of

Dunne et al. (2002) and Williams et al. (2002) would

suggest not, and this view is supported by recent

studies of three different marine ecosystems,

which ‘substantiate previously reported results for

(a) (b)

Figure 9.1 Two 8-node networks with the same degree distribution, but differing in structure (and having different diameters, d, and clustering
coefficients, K). Specifically, the degree distribution {P(i)} for both (a) and (b) is P(4)¼ 0.125, P(3)¼ 0.125, P(2)¼ 0.625, and P(1)¼ 0.125, but
for (a) d¼ 5 and K¼ 0.43, whereas for (b) d¼ 4 and K¼ 0.21.
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estuarine, fresh-water and terrestrial datasets,

[suggesting] that food webs from different types of

ecosystems with variable diversity and complexity

share fundamental structural and ordering char-

acteristics’ (Dunne et al., 2004).

To the contrary, a review by Shurin et al. (2006)

contrasts aquatic and terrestrial food-webs, and

concludes that there are ‘systematic differences in

energy flow and biomass partitioning between

producers and herbivores, detritus and decom-

posers, and higher trophic levels’. They argue that

the magnitudes of different trophic pathways dif-

fer significantly between sea and land, with the

latter typically having less herbivory, more

decomposers, more omnivory, and more detrital

accumulation. They go on to speculate on the

underlying ecological reasons for these differences:

phytoplankton are smaller, have faster growth

rates, and are more nutritious to heterotrophs than

their terrestrial analogues; plankton food-webs

tend to be more strongly size-structured than most

terrestrial ones (promoting omnivory); and there

are other differences in food-web architecture.

Other studies ask how the network structure of a

food-web influences what happens when species

are added or removed. Not surprisingly, most

such studies (reviewed by Proulx et al. 2005 and

Dunne, 2006) tend to show that removing the most

highly connected species causes more knock-on

extinctions than does random removal. Berlow et

al. (2004), however, have shown that removal of

low-connectivity species can have large effects,

demonstrating that keystone species are not

necessarily highly connected ones.

Ultimately, as seen in the previous chapter and

earlier in this one, the response to disturbance

must depend not only on network structure, but

also on the strength of interactions. McCann’s

(2000) review of the existing data and experiments

argues that distributions of interaction strengths

are strongly biased towards weak interactions. He

also observes that weak average interaction

strength tends to be correlated with high varia-

bility in the strength. McCann makes it plain that,

although most species’ invasions have a weak

impact on ecosystems, removal of or invasion by a

single species—and not necessarily a strongly

interacting one—can have huge effects on an

ecosystem (see also Fagan, 1997; Ives and Cardinale,

2004; Bascompte et al., 2005). In particular, Rooney

et al. (2006) suggest that real food-webs are struc-

tured in such a way that top predators are dis-

proportionately important as regulators of

stability-conferring energy flows. This has the

unhappy corollary that our tendency to eradicate

top predators can seriously damage ‘the very

structures and processes that . . . confer stability on

food webs’. More generally, the book Ecological

Networks (Pascual and Dunne, 2006) contains an

excellent collection of recent reviews.

In short, despite much theoretical and empirical

progress, along with careful refinement and rede-

finition of questions about food-web patterns,

much remains to be done. One very broad gen-

eralization, first proposed on theoretical grounds

in the early 1970s (see May, 2001), does however

seem to have survived: ‘increases in diversity

cause community stability [measured, for example,

by aggregate biomass variability following dis-

turbance] to increase, but population stability to

decrease’ (Tilman, 1999).

9.4 How many species?

Related to the above discussion, but certainly not

isomorphic with it, is the truly fundamental

question of what determines how many species are

to be found in a given place. Why is it, for exam-

ple, that we find roughly 700 species of breeding

birds in North America, rather than 7 or 70 000?

And is 200 such species in Britain roughly what we

might expect, given the relative areas of the

regions, or not?

Looking at this question more locally, MacAr-

thur (1972) asked why there are five species of

warblers co-occurring in trees in Vermont. Why

not more or fewer similar species? What, in other

words, are the ‘limits to similarity’? This pointed

to a line of attack on the problem that began by

asking, within a single trophic level, about com-

petitive coexistence. The underlying thought was

that, if this question could be resolved, the road to

answering the larger question of limits to similar-

ity lay in identifying, as it were, the number of

niches. At much the same time MacArthur’s

mentor, Hutchinson (1961), posed the paradox of
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the plankton: phytoplankton communities gen-

erally exhibit high species numbers despite

apparently limited opportunities for niche parti-

tioning of their resource. Maybe fluctuations in

habitat conditions or resource abundance kept

things shuffling around, nullifying any ‘one niche,

one species’ oversimplification. As we shall now

see, and as was foreshadowed in chapter 6, several

lines of past and present work suggest that, rather

than being dichotomously opposed, such niche

and null/neutral ideas may represent extremes of

a continuum, both usually contributing to what is

actually seen.

A simple metaphor for competing species is

shown in Figure 9.2. Here the bell-shaped Gaus-

sian curves represent the utilization functions for

each of two species, aligned along some one-

dimensional resource (amount of seeds as a func-

tion of seed size, for example). Each species has a

preferred location on the resource axis, a spread of

characteristic width, w, about this optimal choice

of seed size, and the two species’ optima are

separated by a distance, d. In this caricature, the

resource-utilization functions define the species’

niches, and we can ask what are the limits to

similarity by asking how small d can be, in relation

to w, yet have the two species persist together.

Robert MacArthur put this precise question to one

of us (RMM) on our very first meeting in 1971.

The initial thought was that, if we studied the

dynamical behaviour of a set of n such species

competing along a one-dimensional resource

continuum, stability considerations may put some

limit on niche overlap, as defined by d/w. For a set

of n species uniformly spaced at intervals d along

the resource continuum and obeying the Lotka–

Volterra competition equations, we can calculate

the competition coefficients from the overlap in the

uniformly spaced ultilization functions of Figure

9.2: the competition coefficient between species i

and j, whose mean utilizations are separated by

j i� j j d, is a(i� j)2, where a¼ exp(� d2/4w2). We

can then obtain exact analytic expressions for the

eigenvalues of the linearized interaction matrix

which characterizes the stability properties (May

and MacArthur, 1972; May 1973a, 2001). These

eigenvalues, however, always have negative real

parts, corresponding to the system returning to its

initial state following disturbance, no matter

how small d/w. On the one hand, the dominant

eigenvalue (whose corresponding eigenvector

represents the sum of all species’ populations)

has a real part which becomes increasingly nega-

tive as species numbers, n, increase. This corre-

sponds to increasing stability of the total

population. On the other hand, however, the n� 1

eigenvalues corresponding to ‘internal modes of

vibration’ of the system (which characterize the

fluctuation levels of individual populations) have

negative real parts which creep close to zero as n

increases, indicating increasing fluctuations and

diminishing stability as n increases. That is, as n

increases, with consequent increase in niche over-

lap and decrease in d/w, individual populations

w w

d

Species 
A

Species 
B

Resource  
spectrum

Figure 9.2 The dashed line indicates some resource spectrum, say amount of food as a function of food size, which sustains two species whose
bell-shaped utilization functions are as shown, characterized by a standard deviation w and an average separation d.
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are less stable, although the total population fluc-

tuates less.

If stochastic noise is then added to the resource

spectrum, these high fluctuation levels which

occur once d/w is much less than one will lead to

stochastic extinction of some species, tending very

approximately to suggest a limit d/w� 1. That is,

the average difference between adjacent species’

utilization of resources (d) should not be too much

smaller than the range of utilization within either

species (w). Subsequent studies emphasize the

approximate nature of this work and its sensitivity

to the exact form in which environmental sto-

chasticity is introduced into the utilization func-

tion, while other work has generalized the models

and the conclusions (Sasaki, 1997).

A very important extension of this work is by

Scheffer and van Ness (2006; see also Nee and

Colgrave, 2006). They use the above model for

competing species with Gaussian utilization func-

tions, the essentials of which are indicated in

Figure 9.2, but now employ extensive computer

simulations to explore what happens when a large

number of species are placed along the resource

spectrum and allowed to ‘evolve’. Obviously, the

analytic techniques used by May and MacArthur

(1972) could not handle the complexities of this

system; interesting studies of this kind were

essentially impossible in the early 1970s. Scheffer

and van Ness find that such an assembly of species

will organize itself—along a continuous resource

spectrum with no discontinuities—into clumps of

species with very similar niches (highly over-

lapping utilization functions) and a large differ-

ence between neighbouring clumps. At first sight,

the results seem surprising. It can, however, be

understood intuitively by recognizing that the

simulations tell us that a species located at an

intermediate point between clump A and clump B

will find it easier to focus its competition on either

A or B, rather than confront two different compe-

titive tussles with A and B simultaneously. This

work is fleshed out with some very nice empirical

evidence, which supports the conclusions. There

are interesting parallels between this result and

previous work (which used algebraic topology and

earlier data) showing niche assembly by adding

species competing within single guilds, as distinct

from bridging different guilds (Sugihara, 1982,

1984). Scheffer and van Ness further point out

similarities with Hotelling’s (1929) suggestion that

competition among companies or political parties

will often result in convergence rather than dif-

ferentiation.

Even earlier, Hutchinson (1959) had observed

that the competitive exclusion principle, which

stated that species making their living in identical

ways cannot coexist, was unhelpful. Emphasizing

the more meaningful question of limits to simi-

larity, he catalogued many examples, drawn from

both vertebrates and invertebrates, of sequences of

competitors in which the average individuals in

successive species have weight ratios of around 2;

this implies ratios of about 1.3 between the typical

linear dimensions (for example beak length) of

successive species. This magic 1.3 ratio was no

newcomer to the biological literature, Dyar (1890)

having noted that successive larval instars of many

insects have weight ratios of 2, and linear ratios of

1.3. Following Hutchinson, many other examples

were tabulated, eventually culminating in a jeu

d’esprit by Horn and May (1977) documenting

Hutchinson–Dyar sequences of length ratios of 1.3

among musical instruments (recorders, stringed

instruments) and even children’s tricycle/bicycles

and cooking implements. Incidentally, notice that

even if the d/w< 1 rule was much more precise

than it could ever claim to be, it still would not

explain the Hutchinson–Dyar rule, unless you

could also explain why the standard deviations of

utilization functions were always around 30% of

the mean separation, d.

A more fundamental questioning of this entire

enterprise arose in the late 1970s and 1980s with

the first advent of null models and neutral theories

in ecology. This work, in my opinion, was very

valuable in bringing statistical rigor to the search

for patterns in the balance of nature, and putting

an end to some excesses of enthusiasm (see, e.g.,

Strong et al., 1984). The essential idea here is that

you cannot simply claim to identify a pattern in

data, but rather must carefully demonstrate the

statistical significance of the alleged pattern, dis-

criminating it against coincidence or selective

focus or other biases. This movement, however,

quickly developed some excesses of its own.
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The basic and excellent idea is to construct a null

hypothesis by reshuffling the data in some

appropriately random way, and determining

whether the putative pattern survives or not. If it

does, you should probably worry. There can,

however, be non-trivial difficulties in constructing

an appropriate null model (in statisticians’ jargon,

one has to beware of type II error: failure to detect

significant pattern when, in fact, it exists), and the

1980s offered occasional examples of remarkably

silly null models. As an illustrative example, con-

sider the case where two species are claimed to be

so similar that coexistence is impossible, as evi-

denced by the checkerboard pattern found in stu-

dies of an archipelago of n islands with one, but

only one, of the two species found on every island

(species A on m, species B on n�m). Suppose you

construct a null hypothesis by reshuffling the data,

assigning the species at random among islands,

but (naturally) subject to the constraint that there

are still n islands and species A is on m of them,

species B on n�m. Obviously the checkerboard

pattern remains in this null model, the only dif-

ference being the species occur on different

islands. Do you conclude there is no ecological

significance in the alleged pattern? Of course not.

You recognize this null model as wholly inap-

propriate; you should have put species A on any

one island with probability m/n, species B with

probability 1�m/n, to get a pattern with some

islands empty, some with one species, and some

with two, wholly different from the observed dis-

tribution. Yet, at the height of this particular con-

troversy in the 1980s, there were some notable

examples of inappropriate null models which did

things essentially equivalent to the above example.

A brilliantly elegant send-up of these occasional

excesses is by Feinsinger et al. (1981), who con-

structed null hypotheses by randomly re-assorting

the musical notes in Bach’s fugues. They then used

standard statistical tests to determine whether the

actual fugues differed significantly from these

randomly assembled sequences of the same notes.

Musicologists may be astonished to learn they did

not! Statisticians could reassure them that appro-

priate null models cannot always be lifted off the

shelf. For a general review of this subject, see

Harvey et al. (1983).

9.5 Neutral community ecology

Over the subsequent four decades, Hutchinson’s

(1961) paradox of the plankton has been docu-

mented in many other contexts. There are over

1000 tree species within a 52-ha plot of tropical

forest in Borneo (Wills et al., 2006), and more than

40 species of grasses and forbs in a 10m� 10m

plot in the Park Grass Experiment at Rothamsted

Experimental Station, UK (Crawley et al., 2005).

The question abides, how can such levels of

coexistence be explained?

Building on his seminal study which has tracked

every tree (more than 200 000 woody plants with

stem diameter greater than 1 cm) in a 50-ha site of

Barro Colorado Island in Panama over the past

two decades, Hubbell (2001, 2006) has stood con-

vention on its head. Instead of looking for differ-

ences between species in order to understand

coexistence, he asked what would be observed if

species were exactly the same as one another? It

seems that this extraordinary assumption may

actually predict some of the most conspicuous

patterns in large-scale ecology (Bell, 2001; Hubbell,

2001).

Hubbell’s neutral model is a modern descendent

of the null-hypothesis movement discussed above,

differing in that it adds tunable parameters which

relate to possible diversity-maintaining mechan-

isms. It is neutral in that it assumes that all the

species have exactly the same fecundity, indepen-

dent of their surroundings, so that recruitment is

directly proportional to the relative abundance of

surviving adult plants. The species compete for

space, and—if this were the only thing going on—

all but one of the species in the system would

follow a random walk to extinction. The shorter

the generation time, or the higher the mean death

rate, and the smaller the size of the local commu-

nity, the more rapidly species will be lost. Local

extinction is not permanent, however, because

Hubbell’s local community is embedded in a much

larger metacommunity, with a degree of coupling

between the local community and the meta-

community ensuring that biodiversity is pre-

served. Species in the regional metacommunity

have much lower extinction rates than in

the local community, and species go extinct in the
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metacommunity only on the timescale of specia-

tion (which is usually thought of as outside the

timescales normally associated with modelling

plant population dynamics). By the same token,

new species must appear both locally and region-

ally by speciation.

A serious difficulty with this neutral model is its

extreme sensitivity to the neutrality assumption.

Once differences between species are allowed,

then competitive exclusion is likely to occur

rapidly. Bell (2001) distinguishes between the

‘weak version’ and ‘strong version’ of Hubbell’s

ideas. Given the difficulties, he nevertheless argues

that the weak version of the neutral model is

useful as a null hypothesis. The strong version

says that Hubbell’s suggestions really do corre-

spond to what is happening in the real world. If

true, then we will be able to predict community

processes such as the rate of local extinction, the

flux of species through time, and the turnover of

species composition in space, all in terms of simple

parameters such as dispersal rates and local com-

munity sizes.

As is true in other areas of ecology and evolu-

tion, it is not easy to distinguish between these

neutral theories of diversity and older niche-

oriented ‘adaptationist theories’ (Bell 2001). As will

be seen below in this chapter, for example for

patterns of species’ relative abundance (SRA),

different assumptions about causal mechanisms

can lead to community patterns which differ only

in subtle details (or in the number of adjustable

parameters). That being said, where attempts have

been made to confront the neutral model with

long-term field data from tropical forest or coral

reef sites, the neutral model has often been found

wanting (McGill, 2003; Wooten, 2005; Dornelas et

al., 2006; Pandolfi, 2006; Wills et al., 2006). One

problem is that the real communities have too few

extremely rare species. But this could be because

rare species are more prone to extinction, and

when they go locally extinct they take longer to re-

immigrate than do common species. Alternatively,

populations of rare species might grow differen-

tially faster into higher abundance categories as a

result of some form of rare species advantage

(although there are obvious problems reconciling

this with the basic assumption of neutrality).

Another test assesses rates of turnover caused by

ecological drift among hypothesized neutral spe-

cies against observed rates of turnover among

South American and European passerine birds; the

observed rates are much faster than can be plau-

sibly explained by neutral drift (Ricklefs, 2006).

More generally, the June 2006 issue of Ecology

contained a series of papers in a special feature on

neutral community ecology (Naeem, 2006).

As emphasized in Chapter 6 (see also Tilman,

1999), stochastic niche theory can resolve many of

the apparent differences between neutral theories

and classic niche-oriented approaches to under-

standing community structure. Indeed, despite its

many oversimplified elements, the earlier model of

May and MacArthur (1972; May, 1973a) did just

that: a purely deterministic model for competition

along a resource continuum gave no limits to niche

overlap; when environmental noise, and con-

sequent population fluctuations, was acknowl-

edged, rough limits emerged (with details

dependent on the nature and magnitude of the

environmental stochasticity). But which species

survive and which drift to extinction in these old

models is a matter of chance.

Another recent exploration of this theme again

employs the metaphor of many species with

Gaussian utilization functions competing along a

resource continuum, and shows explicitly that

niche-oriented and neutral theories are two

extremes of a continuum. The degree of apparent

community structure—niche rather than neutral—

depends on many factors, including number of

species (diversity), degree of niche overlap, dis-

persal abilities, and assumptions made about

environmental variability (Gravel et al., 2006). The

theme is re-echoed, with variations, by Bonsall et

al. (2004b), who show how ‘organization domi-

nated by niche structure and organization through

chance and neutral processes’ can operate simul-

taneously, with varying weights, depending on the

interplay between population dynamics (ecology)

and life-history trade offs (evolution).

9.6 Relative abundance of species

Turning from how many species, what about SRA?

For any particular group of S species, we may
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express the number of individuals in the ith spe-

cies, Ni, as a proportion, pi, of the total number of

individuals, N¼SNi:

pi ¼ Ni=N ð9:5Þ

This information may then be displayed on a

graph of relative abundance versus rank, as

exemplified by Figures 9.6 and 9.7, below. These

figures show the patterns in the relative magni-

tudes of constituent populations, from most to

least abundant. Equivalently, the information may

be incorporated in a distribution function, S(N), as

in Figure 9.3; here S(N)dN is the number of species

comprising between N and Nþ dN individuals.

Some of the main distributions that have been

discussed in connection with natural systems are

presented below. For a more complete account, see

Magurran (2004) or Begon et al. (2006).

9.6.1 Lognormal distributions

Once the community consists of a relatively large

assembly of species, the observed distribution of

SRA, S(N), is very commonly lognormal. That is,

there is a bell-shaped Gaussian distribution in the

logarithms of the species’ abundances. This log-

normal distribution has been documented for

groups of organisms as varied as diatoms, moths,

birds, or plants, provided always that the sample

is large enough to contain a good number of spe-

cies (see, e.g., May, 1975 or Begon et al. 2006).

Figure 9.3 provides a typical example.

What may be the explanation for these pervasive

patterns? It seems likely that the relative abun-

dances within a largish group of species will be

governed by the interplay of many more-or-less

independent factors. It is, moreover, in the nature

of the dynamics of interacting populations that

these several factors should compound multi-

plicatively. The statistical central limit theorem

applied to such a product of factors implies a

lognormal distribution. Such a broad-brush statis-

tical argument similarly suggests lognormal

patterns for the distribution of wealth in large

countries, or for people or gross domestic product

among nation states; such is in fact the case.
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Figure 9.3 Illustrating the lognormal distribution of relative abundance of diatom species in a sample taken from an undisturbed community in
Ridley Creek, Pennsylvania. The abundances are, as indicated, plotted as logarithms to the base 2: for further discussion, see the text. After
Patrick (1973).
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We would emphasize, not without irony, that this

explanation for the observed lognormal patterns of

SRA is the ultimate neutral or null model, invok-

ing nothing more than the central limit theorem

applied to multiplicative factors.

More specifically, ecologists usually write the

lognormal distribution as

SðRÞ ¼ S0 expð�a2R2Þ ð9:6Þ

Here S0 is the number of species at the mode of the

distribution, having populations N0; a is an inverse

measure of the width of the distribution (a2¼ 0.5/

s2, where s is the standard deviation); and, fol-

lowing the idiosyncratic convention established by

Preston’s (1948) early work, R expresses the

abundance as a logarithm to base 2, so that suc-

cessive intervals or octaves (music rearing its head

again in this chapter) along the x axis correspond

to population doublings:

R ¼ log2ðN=N0Þ ð9:7Þ

The two parameters S0 and a specify the distribu-

tion uniquely. In particular, the total number of

species S is, to a good approximation,

S � p1=2S0=a ð9:8Þ

One further useful parameter may be intro-

duced. Define Rmax as the expected R value, or

octave, for the most abundant species, and

define RN to be the location of the peak of the

distribution in total numbers in individuals (i.e.

the distribution of NS(N)). The parameter g is

then defined to be

g ¼ RN=Rmax ð9:9Þ

Any pair of the three parameters S0, a, and g may

now be used uniquely to characterize the dis-

tribution. The three are approximately related by

a2g2 (ln S0)� 0.12 (May, 1975).

The purpose of this brief frenzy of notation is to

discuss two empirical ‘laws’, which provoked

much speculation in earlier years. The first is the

observation, first made by Hutchinson (1953), that

the parameter a usually has a value around 0.2:

a � 0:2 ð9:10Þ

The second is Preston’s (1962) canonical hypothe-

sies, which says that the usual value of g is around
unity:

g � 1 ð9:11Þ
Preston’s rule fits a large body of data, some of

which is presented in Figure 9.4. In addition, it will

be seen later that species-area relations derived

from it seem to fit a lot of data.

Returning to the approximate relation between

S and S0 given by eqn 9.8, along with that among a,

g, and S0 given immediately below eqn 9.9, we can

obtain the rough relationship a2g2 ln(aS/p
1
2)¼ 0.12,

connecting a, g, and S. The corresponding rough

relation among a, g, and the total number of indi-

viduals, NT, has a similar form, G(a, g)a2g2ln(NT)¼
(constant), with the function G(a, g) varying more

slowly with a, g than a2g2 (May, 1975). This

amounts to the observation that the two para-

meters a and g, which characterize the lognormal

distribution, can be derived from the total num-

bers of species and individuals, S and NT: to a

good approximation, a and g both depend on S and

NT only as (ln S)
1
2 and (ln NT)

1
2. This means that big

changes in S and NT give only relatively small

changes in a and g. So it is not surprising that an

enormous range of communities, with S ranging

from 20 to 10 000 and NT ranging from 10S to 107S,

are characterized by values of a in the range 0.1–0.4

and of g in the range 0.6–1.8 (May, 1975).

These observations led May (1975) to suggest

that the enigmatic rules (eqns 9.10 and 9.11) are

merely mathematical properties of the log-

normal distribution for SRA (with the lognormal

itself reflecting nothing more than statistical

generalities).

Although this may be the correct explanation for

the rule in eqn 9.10, Sugihara (1980) has shown

that the canonical hypothesis, eqn 9.11, seems to be

obeyed too accurately to be explained by May’s

arm waving. Figure 9.4 is Sugihara’s plot of the

number of species, S, against the standard devia-

tion of the logarithmic abundance, s (Sugihara,

1980). For a lognormal distribution, any specified

value of the parameter g leads to a unique relation

between S and s; these relations are shown in

Figure 9.4 for g¼ 1.8, 1.0, and 0.2. It does appear

that natural communities conform more closely to
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the canonical relationship, eqn 9.11, than can be

explained by mathematical generalities alone.

9.6.2 Other SRA distributions

Sugihara (1980) has also suggested a biological

mechanism that will, among other things, produce

the observed SRA patterns. The multidimensional

‘niche space’ of the community is imagined as

being like a hypervolume, which is sequentially

broken up by the component species, such that

each of the S fragments denotes the relative

abundance of a species. This sequential broken

stick model is biologically and mathematically

very different from MacArthur’s broken stick

model in which a stick is broken simultaneously

into S pieces. The sequential breakage pattern

(with any fragment being equally likely to be

chosen for the next breakage, regardless of size)

seems more in accord with evolutionary pro-

cesses, and the patterns of relative abundance

thus generated are unlike those of the MacArthur

broken stick model. The solid line in Figure 9.4

shows the mean relation between S and s pre-

dicted by Sugihara’s model and the error bars

show the range of two standard deviations about

the mean. Of course, the fact that this model

provides a remarkable fit to observed distribution

patterns does not prove the model to be correct;

other biological assumptions could, and arguably

do, also fit observed distributions. We would

strongly emphasize, however, that Sugihara’s

sequential broken stick model contains no adjus-

table parameters, whereas the corresponding

SRA relations derived from Hubbell’s neutral

models have several adjustable parameters.

Although the SRA distributions given by the

sequential broken stick are similar to those for the

canonical lognormal, the former are significantly

more left-skewed than the latter, which tends to

accord with subsequently observed patterns (Nee

et al., 1991).
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Figure 9.4 The data points show the number of species, S, and the standard deviation of the logarithms of the relative abundances, s, for
various communities of birds, moths, gastropods, plants, and diatoms (as labelled). The dashed lines show the relations between S and s for
communities in which relative abundance is distributed lognormally, with g¼ 1.8, 1.0, or 0.2; g¼ 1 corresponds to Preston’s ‘canonical
lognormal’. The solid line is the mean relation predicted by Sugihara’s model of sequential niche breakage, and the error bars represent two
standard deviations about this mean. After Sugihara (1980).
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More concretely, Sugihara’s niche hierarchy

model can be thought of as a metaphor for a

niche-overlap dendrogram, in which niche space

is pictured literally as a branching tree of niche

similarities and differences (Sugihara, 1980). As

foreshadowed above, this has other interesting

consequences (Sugihara et al., 2003). If the rela-

tive abundance of species within some taxo-

nomic group is indeed determined by sequential

subdivision of niche space, then there clearly

may be associations between the relative abun-

dance of a species and its location on a niche

dendrogram.

Consider first a caricature of the various roles

played by species within their niche space, depic-

ted as a branching tree. Suppose the group is

beetle species, making their living on a literal tree:

one major stem of the niche dendrograms might be

predation on other insects, another herbivory.

Within herbivory, one branch might correspond to

eating leaves, another mining into the bark. And

on any one branch of the dendrograms—at each

niche interface—further subdivisions arise, and so

on. Although this sequential niche splitting can

occur in many ways, the end result will be that

some species are represented by small twigs, oth-

ers by big branches, of the niche dendrograms.

This can imply correlations between the relative

abundances of species and their location on the

niche dendrogram. Sugihara et al. (2003) compare

the resulting predictions with data from 11 com-

munities (encompassing fishes, amphibians,

lizards, and birds) where both abundances and

dendrograms have been reported. They found

significant correlation between theory and data.

Figure 9.5 illustrates one of these.

Figure 9.5 Illustrating the discussion in the text, this figure shows the relationship between the (lower) histogram of species abundances and the
(upper) dendrogram of ecological similarity for a community of co-occurring waterfowl. Note that the species located on relatively highly subdivided
branches tend to be less abundant. Courtesy of Benoı̂t Renevey, www.naturecommunication.ch, using data from Sugihara et al. (2003).
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9.7 Succession

Another SRA distribution is the geometric series.

This gives distributions similar to those commonly

observed in the early stages of succession, when

communities often tend to consist of a handful of

weedy, pioneer species that happen to get there

first. The species arriving first may tend to grow

rapidly, pre-empting a fraction, k, say, of the

available space or other governing resource before

the arrival of the next species, which in turn will

tend to preempt a similar fraction of the remaining

space before the arrival of the next, and so on. The

consequent pattern will show up, very roughly, as a

geometric series when the relative abundances are

arranged hierarchically. Typical examples are seen

towards the left-hand side of Figures 9.6 and 9.7.

As succession proceeds, things become more

complicated, and a multitude of ecological

dimensions are likely to be relevant to the ultimate

composition of the community. As discussed

above, this tends to lead to a lognormal distribu-

tion of SRA: on a plot of abundance against rank

this produces the sort of S-shaped curve seen for

later successional stages in Figure 9.6, with a pre-

ponderance of ‘middle-class’ species. The later,

lognormally distributed, community tends to be an

egalitarian socialist society compared with the

feudal hierarchy characteristic of early succession.

Something akin to a reversal of these successional

patterns takes place when mature communities

become polluted. This has been demonstrated par-

ticularly for diatoms in streams and lakes subject

either to enrichment by waste, heat, sewage, or

other organic materials, or to toxic pollution by

heavy metals or other poisons (Patrick, 1973, 1975).

The pristine equilibrium diatom community essen-

tially always shows the classic lognormal distribu-

tion seen in Figure 9.3. When polluted, the

community typically shows a pattern in which a

few species become exceptionally common, with

their relative abundances tending to exhibit a geo-

metric series on a rank/abundance plot.

Another beautiful example is provided by the

experimental Park Grass Plot at Rothamsted. These

plots were set aside in 1856, and each was sub-

jected to some specified treatment, such as the
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Figure 9.6 Patterns of species relative abundance in old fields of five different stages of abandonment in Southern Illinois. The patterns are
expressed as the percentage that a given species contributes to the total area covered by all species in the community, plotted against the
species’ rank, ordered from most to least abundant. Symbols are open for herbs, half-open for shrubs, and closed for trees. After Bazzaz (1975).
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withholding or overapplication of certain fertili-

zers. The resulting changes in the relative abun-

dances of the grass species present have been

monitored over the past century and a half. One

set of results is shown in Figure 9.7. Tilman (1980b)

has made a thorough and perceptive analysis of

the Park Grass data, showing the patterns exhib-

ited in Figure 9.7 to be typical. This figure illus-

trates the arguments developed here, with the

overfertilized plot showing changing patterns of

relative abundance of species which are strikingly

like succession in reverse.

9.8 Species–area relations

One of the earliest accomplishments of theoretical

ecology was the discovery of a relationship

between the number of species—plants, birds,

beetles, or whatever—on a given island and the

area of that island. First clearly enunciated by

MacArthur and Wilson in their influential Theory

of Island Biogeography (1967), such species–area

relations were largely phenomenological, based on

observations.

The islands described by such species–area

relations may be real islands in the ocean, or vir-

tual islands such as hilltops (where the surround-

ing lowland presents a barrier to many species),

lakes, or wooded tracts surrounded by open land.

In such island groups, plotting the number of

species, S, in a particular taxonomic category

against the area, A, results in a straight line on a

log-log plot, which corresponds to a power-law

relation of the form

S ¼ cAz ð9:12Þ

The constant c is characteristic of the taxonomic

group, but the dimensionless exponent z typically

has a value roughly around 0.2–0.3. Table 9.1 gives

a summary of earlier studies (May, 1975); more

recent compilations are similar (Begon et al., 2006).

This relation is often summarized as saying that a

10-fold increase in island area approximately

doubles the number of species.
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Figure 9.7 Changes in the patterns of relative abundance of species in an experimental plot of permanent pasture at the Park Grass Plot,
Rothamsted Experimental Station, UK, following continuous application of nitrogen fertilizer since 1856. Species with abundance of < 0.01%
were recorded as 0.01%. Notice that time runs from right to left; the patterns look like the successional patterns of Figure 9.6, run backwards in
time. After Kempton (1979).
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MacArthur and Wilson’s Theory of Island Bio-

geography went on to explain, in qualitative terms,

why we should expect small and more isolated

islands to have fewer species than large ones close

to mainland sources. They did this by looking at

the balance between new species arriving on the

island and existing inhabitants being lost. As the

curves in Figure 9.8 indicate, we would expect

rates of addition to the existing species pool to be

relatively higher for islands closer to major sources

of immigration. And—other things being equal—

we would expect rates of loss, caused by demo-

graphic or environmental fluctuations or other

mechanisms, to be higher for the smaller popula-

tions found on smaller islands. Figure 9.8 shows

how the balance between such processes of gain

and loss will tend to result in more species on

large, close islands than on small, distant ones;

S2> S1.

Although the terms null and neutral lay decades

in the future in 1967, we think that the theory of

island biogeography represents a rough draft for

Hubbell’s (2001) important neutral community

ecology, as described above. Note that MacArthur

and Wilson made no assumptions whatsoever

about which particular species would be found on

a given island, nor about the precise mechanisms

determining which species would be lost. In this

sense, their ideas parallel Hubbell: species are lost

(for Hubbell, the main mechanism is stochastic

fluctuations, essentially the same way as surnames

are lost in human populations; MacArthur and

Wilson are less, not more, specific); species arrive

(for Hubbell, from adjacent metacommunities or

by speciation; for MacArthur and Wilson, only

from metacommunities). The difference, of course,

is that, as we shall now see, Hubbell’s ideas give a

much richer account of the details of gain and loss,

based on extensive analysis of large data-sets.

First, however, note that the empirical eqn 9.12

can be derived by assuming the relative abun-

dance of the species of interest obey a lognormal

distribution, and that the total number of indivi-

duals in this species group, N, is proportional to

the island’s area, A. A lognormal distribution of

SRA gives a relation between S and N, which

depends only on one other parameter character-

izing the distribution. This relation is complicated,

but for S> 20 or so it can be well approximated

as S	(constant)Nz, where z¼ 1/(4g) for g> 1 and

Table 9.1 Values of z in eqn 9.12, as deduced from observations on various groups of plants and animals in various archipelagoes. For original
references, see May (1975).

Organism Location z Source

Beetles West Indies 0.34 Darlington

Reptiles and amphibians West Indies 0.30 Darlington

Birds West Indies 0.24 Hamilton, Barth, Rubinoff

Birds East Indies 0.28 Hamilton, Barth, Rubinoff

Birds East–Central Pacific 0.30 Hamilton, Barth, Rubinoff

Ants Melanesia 0.30 MacArthur and Wilson

Land vertebrates Lake Michigan Islands 0.24 Preston

Birds New Guinea Islands 0.22 Diamond

Birds New Britain Islands 0.18 Diamond

Birds Solomon Islands 0.09 Diamond

Birds New Hebrides 0.05 Diamond and Mayr

Land plants Galapagos 0.32 Preston

Land plants Galapagos 0.33 Hamilton, Barth, Rubinoff

Land plants Galapagos 0.31 Johnson and Raven

Land plants World-wide 0.22 Preston

Land plants British Isles 0.21 Johnson and Raven

Land plants Yorkshire nature reserves 0.21 Usher

Land plants California Island 0.37 Johnson, Mason, Raven
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z¼ (1þ g)� 2 for g< 1, with g defined by eqn 9.9

above (May, 1975). If indeed N is proportional to

A, we get the species–area relations of eqn 9.12,

with z given in terms of g. If we particularize to the

canonical lognormal, g¼ 1 and so z¼ 1 =

4, a value

often used to summarize the range of observed

data, and the basis of the rule that a 10-fold

reduction in area leads to a halving of the number

of species. More generally, remember that, in dis-

cussing possible explanations for the canonical

lognormal, we saw that an enormous range of S

and N values are encompassed by g lying in the

range from 0.6 to 1.8, which corresponds to z in the

range 0.12–0.41.

Preston (1962) earlier observed that his canonical

lognormal, combined with N	A, gave eqn 9.12,

although his numerical simulations gave an expo-

nent z¼ 0.262. He also emphasized that the power

law of eqn 9.12 was an approximation for large A

(more strictly, large N), with S showing a downturn

against A on log-log plots for small islands. Such a

downturn is indeed a feature of most data sets (see

Figure 9.9), which also tend to show other depar-

tures from eqn 9.12 if very large areas are involved

(the curves can flatten, or sometimes rise, if con-

tinued to continental area scales).

Any theoretically derived species–area relations

will have an adjustable parameter, corresponding

to c in eqn 9.12, that essentially depends on overall

species richness, setting the scale for the vertical

axis in Figure 9.9. Beyond this, the canonical log-

normal gives a theoretical prediction with no

adjustable parameters. More generally, other log-

normal distributions give one-parameter fits to

species–area relations data. Sugihara’s sequential

broken stick model, highlighted in Figure 9.4, gives

fits very similar to those from the canonical log-

normal, and it also has zero adjustable parameters.

Harte et al. (1999) have offered an explanation

for the exact power-law species–area relations of

eqn 9.12 by assuming self-similarity: the fraction of

species found in an area A, which is also found in

one-half A, is independent of A. This attractive

assumption certainly supports the power law, but

it has the disadvantage that it gives no reason for

why the z exponent is so consistently in the range

around 0.2–0.3; nor does it agree with the obser-

ved departure from a pure power law at low

values of A.

Hubbell and co-workers begin with an espe-

cially valuable collection of data on the diversity of

tropical tree species within each of five 50-ha study

sites, in India, Panama, Thailand, and two in

Malaysia. Motivated by the work of Harte, Plotkin

et al. (2000) calculated, for each plot, a spatial

persistence function, a(A), which describes the
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Figure 9.8 As discussed in the text, this figure (based on MacArthur and Wilson, 1967) illustrates in general and qualitative terms why we
would expect small, distant islands to contain fewer species than large ones closer to mainland areas.
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average fraction of species present in area A that

are found (or ‘persist’) in one-half A. For Harte’s

self-similarity assumption, a(A) is constant. To the

contrary, Plotkin et al. found that the persistence

function depends on A, in a way that seems fairly

similar for each of their 50-ha plots. Using this, and

other information about the movement of species

among communities within the metacommunity

defined by Hubbell, they estimate the empirical

a(A) curves for each plot. On this basis, they then

estimate the shape of the species–area relations

for that region. Interestingly, they find that the

species–area relations estimated in this way for

any one of their plots gives a good description (to

within 5–10%) of the shape of the species–area

relations for any of the other four. That is, the five

species–area relations S have similar shapes,

although the absolute number of species for a

given value of A, which depends on the parameter

c, varies significantly among them. Provided A is

not too large, these species–area relations curves

are a modification of eqn 9.12, S¼ cAz exp(� kA),

with c and z as before and k an additional

parameter.

As Figure 9.9 shows, the resulting species–area

relations curve (which is constructed using at least

two adjustable parameters) is very similar to those

given by the zero-parameter canonical lognormal

and sequential broken stick models. All three dip

at small A values, and are not fully asymptotic to

the linear log-log relation of eqn 9.12 even at the

largest A-value. The data presented by Plotkin et

al., which are the outcome of a long-term research

programme coordinated by the Smithsonian Insti-

tution’s Centre for Tropical Forest Science, are

immensely useful. As emphasized by these

authors, the similarities in their species–area rela-

tions shapes, despite the differences in overall

species richness among their five plots, suggest

that we can estimate the diversity of tree species in

other unstudied tropical places on the basis of

sampling in just one relatively small area. Harte’s

assumption produces the pure power-law species–

area relations of eqn 9.12 with the single

free parameter z. Note that Plotkin et al.’s (2000)

generalization of Harte’s assumption—their ‘per-

sistence function’, a(A)—is derived phenomen-

ologically, from observed clustering patterns of
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Figure 9.9 The species–area relation observed by Plotkin et al. (2000) in the Pasoh tropical forest site in Malaysia compared with the
predictions of four theoretical models. Specifically, all four models have a scaling parameter c that essentially depends on overall species richness.
For the Plotkin persistence method, the curve (which involves at least two adjustable parameters) is taken from their paper. Harte et al.’s (1999)
self-similarity assumption gives a pure power law, with an arbitrary exponent z; here, z¼ 0.25. The canonical lognormal and the sequential
broken stick graphs have uniquely determined shapes (which asymptotically give power laws with z¼ 0.25), and thus have no adjustable
parameters beyond c. After May and Stumpf (2000).
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trees; future work could possibly provide more

basic understanding, ultimately leading to fewer

adjustable parameters in the model.

Clearly all such studies of species–area relations

have potential application to conservation plan-

ning. It is well to remember, however, that the

theoretical basis for much work on species–area

relations is the dynamics of turnover of plants and

animals on real or virtual islands. This has clear

similarities to asking about subplots within a lar-

ger tropical forest plot, but it is not exactly the

same question. Some other studies are not so much

about species-area relations, but rather about

sampling effects (May, 1975). Before taking phe-

nomenological rules and theoretical ideas about

species–area relations and applying them to pro-

blems in conservation biology, such as the frag-

mentation of tropical forests, we would like to see

more careful discussion of the similarities and

differences between these two ecological situations

(Watling and Donnelly, 2006). A further problem,

not always recognized, is that quantitative esti-

mates of the rate of loss and gain of species from

real or virtual islands, by local extinction and

re-immigration, can depend on the census interval.

If you are estimating the rates at which lights wink

on and off, you need to be careful that they do not

wink off and on again while you are not looking

(Diamond and May, 1977, 1981).

9.9 Scaling laws

One of the appealing things about the physical

sciences is the existence of invariance principles

and conservation laws, which provide the basis for

powerful simplicities and generalizations. A par-

ticularly notable example of the use of dimensional

arguments was given in the 1950s by G.I. Taylor,

the leading fluid dynamicist involved in the

Manhattan Project at Los Alamos, NM, USA. In an

atomic explosion, there is an essentially instanta-

neous release of a large amount of energy, E, from

what is effectively a point source. The subsequent

spherical shock wave propagates into the sur-

rounding air, of density r, with the pressure

behind the early-stage wave front being vastly

larger than the air pressure. It follows that the only

physical factors determining the radius of the

spherical shock wave front, R, are E, r, and the

elapsed time, t. In terms of the basic scaling

dimensions of mass, length, and time (M, L, T),

these three independent variables have dimen-

sions [E]¼ML2T� 2, [r]¼ML� 3, and [t]¼T; R has

dimensions [R]¼ L. To get the scaling relation

between R (dimension L) and t (dimension T), we

eliminate M among [E], [r], and [t] to get L5	T2.

This implies R	t2/5 or a straight line with slope 1

when lnR is plotted against (2/5)lnt. Taylor used

the data from a series of high-speed photographs

of the fireball expanding over the test site in

Nevada to verify this result, and then further used

the y-axis intercept of this line to estimate E	1021

erg. He published this simple and elegant analysis

in 1950, causing a furore among the military

bureaucracy; although the film was not classified,

the energy-release figure was top secret (for a more

detailed account, see Barenblatt, 1996).

These ideas about scaling have made their way

into several areas of biology, mainly at the level of

the physiology and behaviour of individual

organisms. But there are some interesting exam-

ples in ecological contexts, and we end this chapter

by touching on some of them. One of the earliest

such examples is in the only paper Hutchison and

MacArthur (1959) published together. They were

interested in why there are so many more species

of small vertebrates than big ones. The paper is not

easy to read, but it did anticipate more recent

interest in fractal scaling and home-range size

(Hastings and Sugihara, 1993; Haskell et al., 2002).

Hutchinson and MacArthur hypothesized that, at

the upper end of the size spectrum, species’ home-

range area, H, would scale with individuals’

characteristic length, L, as L2	H, and that the total

number of species in the size class L would scale

inversely with H, S(L)	1/H(L). The result is the

suggestion that S(L)	L� 2.

Subsequent analyses of species-size distributions

for various taxa were made by May (1978b), who—

fitting by eye, given the nature of the data—found

humped distributions of S(L) against L for indivi-

dual taxa, and also for all terrestrial animals

combined, with S(L) very roughly decreasing as

L� 2 to the right (large L) side of the peak (which

itself occurs around 1 cm for all animals combined,

arguably indicating lack of taxonomic knowledge
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below this, rather than anything else). Figure 9.10

shows a more careful analysis of these data for

terrestrial vertebrates. The regression line has a

slope of � 1.6 (which is also true if the low-lying

first and last points are removed). In round num-

bers, we might express this relation for terrestrial

vertebrates as

SðLÞ ¼ ðconstantÞL�3=2 ð9:13Þ

In an altogether different study, Burness et al.

(2001) looked at data from continents and oceanic

islands over the past 65 000 years, to see how the

mass of the largest animal, Mmax, varied with the

average area where it was found, A. They found

that, to a good approximation,

Mmax ¼ ðconstantÞA1=2 ð9:14Þ

Returning to eqn 9.12, which relates the total

number of species, S¼SS(L), to area, A, it can be

observed that any one of eqns 9.12, 9.13, or 9.14

can, despite their seemingly different derivations,

be derived from the other two (Southwood et al.,

2006). For instance, suppose we are told the biggest

species has characteristic length Lmax; this corre-

sponds to S(Lmax)¼ 1, whence the constant in eqn

9.13 scales as Lmax
3/2. The upper length scale, Lmax,

is essentially irrelevant to the integral over all size

classes of S(L),
R
S(L)dL, whence

S 	 L 3=2
max ð9:15Þ

But Mmax	Lmax
3, which via eqn 9.14 gives

Lmax	A1/6. Substituting this into eqn 9.15 thus

leads us from eqns 9.13 and 9.14 to the SRA eqn

9.12 with the canonical lognormal value of z¼ 1/4

(Southwood et al., 2006). In similar fashion, we can

deduce eqn 9.13 from eqns 9.12 and 9.14, or eqn

9.14 from eqns 9.12 and 9.13.

On a different but related tack, Finlay et al. (2006)

have documented self-similarities in distributions

of relative abundance and in species-area and spe-

cies-size relations among insect species on spatial

scales ranging from several hectares to the entire

planet. They used a database of more than 600 000

insect species from a wide variety of places.
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Figure 9.10 A log-log plot of number of species in length class L, S(L), versus L for terrestrial vertebrates. Data are from May (1978), and the
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In particular, the rank-abundance plots (char-

acterizing SRA) for the world total (601 958

species), North America (60 592), and the UK

(11 260) completely coincide when they are

rescaled to allow for the gross discrepancy in

species numbers; these patterns are different on

scales of order 100 ha or less. Finlay et al.’s analysis

also indicates that a possible reason for the ‘falling

away’ of species numbers of terrestrial inverte-

brates at smaller sizes (characteristic length

less than 1–10mm) may be caused as much by

significantly wider geographic distribution of

smaller species as by taxonomic neglect (see also

Fenchel and Finlay, 2004).

A variety of other interesting approaches to

identifying and codifying possible patterns in the

amazing diversity of life on local, regional, and

global scales is to be found in the book Scaling

Biodiversity, edited by Storch et al. (2006). As in all

such quests, it is good to keep in mind Einstein’s

dictum, which translates roughly as ‘seek simpli-

city, and distrust it’.
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CHAPTER 10

Dynamics of infectious disease

Bryan Grenfell and Matthew Keeling

10.1 Introduction

Host–pathogen associations continue to generate

some of the most important applied problems in

population biology. In addition, as foreshadowed

in Chapter 5 of this volume, these systems

give important insights into the dynamics of host–

natural enemy interactions in general. The special

place of pathogens in the study of host–natural

enemy dynamics arises partly from excellent long-

term disease-incidence data, reflecting the public

health importance of many infections. However,

we argue that host–pathogen dynamics are also

distinctive because the intimate association

between individual hosts and their pathogens is

often reflected with particular clarity in the asso-

ciated population dynamics. Throughout this

chapter we focus in parallel on the population

dynamics of host–pathogen interactions and the

insights that host–pathogen dynamics can provide

for population biology in general.

Population-dynamic studies of infectious dis-

ease have a long history, which predates the

modern foundations of ecology (Bernoulli, 1760).

During the twentieth century, the preoccupation of

population ecologists with the balance between

extrinsic and intrinsic influences on population

fluctuations and the role of nonlinearity and het-

erogeneity (Bjørnstad and Grenfell, 2001) find

strong parallels in epidemiological studies of

human diseases (Bartlett, 1956; Anderson and

May, 1991). In terms of the ecological effects of

parasitism, the traditional view held that ‘well-

adapted’ parasites would not have a consistent

impact on the ecology of their hosts (Grenfell and

Dobson, 1995). The 1970s saw a new departure,

when Anderson and May pointed out the potential

of infectious agents to exert nonlinear—regulatory

or destabilizing—influences on the population

dynamics of their hosts (Anderson and May, 1978,

1979; May and Anderson, 1978, 1979). There has

since been an explosion of work on the population

biology of human, animal, and plant pathogens.

This work spans a huge range: from highly applied

to basic theoretical work; from within-host to the

metapopulation scale; from short-term population

dynamics to long-term evolutionary processes. In

this chapter we first outline the simple theory of

epidemiological models; we then refine this pic-

ture to illustrate the potential impact of pathogens

on the population dynamics of their hosts, as well

as aspects of host–pathogen interactions which

provide important insights into more general eco-

logical dynamics. A particular focus of this review

is the calibration of simple and complex epide-

miological models against the rich databases

available for many host–parasite systems.

Before the 1970s, most theoretical studies in

epidemiology focused on the dynamics of epi-

demics in constant host populations. Although this

approximation is reasonable for acute infections in

human populations, it will not do if we wish to

consider the impact of infectious disease on the

dynamics of natural populations. This issue was

addressed by Anderson and May (Anderson and

May, 1979; May and Anderson, 1979), who pro-

posed a unified framework for capturing the

dynamics of parasites and their impact on the

ecology of their hosts. They divided parasites into

two broad groups: microparasites (mainly viruses,

bacteria, and other micro-organisms) and macro-

parasites (mainly helminths and arthropods).

Despite their names, the main differentiation

between the two groups is a functional one
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derived from their life history. For microparasites,

which reproduce rapidly within the host, the

resulting theoretical framework is based upon

keeping track of the number of hosts of different

types (e.g. susceptible to infection, infected, or

recovered from infection). In contrast for macro-

parasites, which generally reproduce more slowly

via multiple transmission stages, it is more

important to model the number of parasites.

The study of the population dynamics of infec-

tious diseases has seen several major advances over

the past decades (Anderson andMay, 1991; Hudson

et al., 2001). In brief, we can partition these devel-

opments into six basic categories, each of which

brings epidemiological models closer to reality.

1 Host heterogeneities. The most basic disease

models assume that all individuals are identical,

with equal risks of infection and subsequent

transmission. However, motivated by observations

of sexually transmitted infections, it was realized

that the heterogeneity in the number (and type) of

contacts could play a crucial role in the transmis-

sion dynamics—with a highly connected core

group responsible for maintaining the infection

(Hethcote et al., 1982; Anderson and May, 1991;

Morris, 1993; Lloyd-Smith et al., 2005).

2 Within-host dynamics. The basic compartmental

models for infectious diseases treat all infected

hosts equally—leading to a constant transmission

rate throughout an exponentially distributed

infectious period. In reality, the transmission rate

varies during the infectious period, which itself is

better approximated as a normal or gamma

distribution (Keeling and Grenfell, 1997). Such

details of pathogen biology can have a profound

effect on epidemic dynamics (Grossman, 1980) and

the impact of control mechanisms (Fraser et al.,

2004; Wearing et al., 2005). This work has strong

parallels with metapopulation theory in ecology,

with simple compartmental models being equiva-

lent to Levins metapopulations, whereas more

complex models describe the ‘within-patch’

dynamics. Capturing the within-host behaviour

can itself be seen as a question of population

dynamics (Nowak and May, 2000); there is

currently substantial interest in modelling the

interaction of the pathogen and the host’s immune

system, how this generates the observed host-level

behaviour, and how within-host dynamics trans-

late to the population level (Grenfell et al., 2004).

3 Parasite genetic heterogeneities and evolution-

ary dynamics. Microparasite evolutionary

dynamics are some of the most spectacular

manifestations of host–pathogen heterogeneity, as

well as particularly clear examples of rapid

evolution in action. The evolution of parasite drug

resistance and immune escape also represent some

of the major problems in the fight against disease

(Frank, 2002). We return to these issues below.

Another major challenge is to understand the

complex interplay between host and parasite

genetic heterogeneity, and interpret how this will

be reflected in the epidemiological and evolution-

ary dynamics.

4 Temporal forcing. The transmission of many

pathogens is affected by external forcing at

seasonal and other temporal scales. Seasonal

effects have been particularly well characterized

in the transmission of childhood infections, where

school terms and holidays impact upon the level of

transmission; this forcing in turn interacts with the

host–pathogen epidemic dynamics producing the

potential for rich and complex dynamical beha-

viour (Schaffer and Kot, 1985a, 1985b; Olsen et al.,

1988; Rand and Wilson, 1991). School terms are not

the only source of forcing; more generally, climatic

fluctuations influence transmission, leading to

long-period oscillations (for example, the influence

of the El Niño southern oscillation on cholera

dynamics; Koelle et al., 2005).

5 Spatial structure. A fundamental feature of most

infectious disease transmission is that it only

occurs between individuals in ‘close’ contact.

Therefore diseases tend to spread locally in space,

with proximity acting as a major risk factor

(Bartlett, 1960; May and Anderson, 1984; Cliff

and Haggett, 1988; Murray, 1989; Cliff et al., 1993;

Grenfell et al., 2001; Smith et al., 2002). Again this

work has clear parallels with ecological dynamics

where the locality of dispersal can have profound

effects (see Chapters 4 and 5 in this volume). More

recently attention has focused on the network

structure of contacts, explicitly modelling the local

interactions that can lead to disease transmission

(Keeling and Eames, 2005).
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6 Stochasticity. The random transmission of infec-

tion and the discrete nature of the host population

has a fundamental, and often very relevant,

influence on disease dynamics. Stochastic models

provide us with a method of capturing these two

essential elements. As such, demographic stochas-

ticity is most important when dealing with low

numbers of cases—when it can give rise to local

extinctions of the disease (Bartlett, 1960; Keeling

and Grenfell, 1997). As described below, stochas-

ticity can have a major impact on the dynamics of

both micro- and macroparasites.

All these refinements allow us to capture more of

the known dynamical behaviour of an infectious

disease. However, a recurring theme in the chapter

is that simple models are often remarkably suc-

cessful at generating robust dynamical insights,

which can inform more detailed models.

We structure our tour of host–parasite popula-

tion dynamics by considering progressively more

realistic assumptions about host ecology and the

biological details of the host–parasite interaction.

We begin by outlining a basic model for the

dynamics of a microparasite invading a closed and

constant host population. Though simple, this

scenario allows us to derive the crucial thresholds

for parasite invasion and spread, which apply

universally across more ecologically realistic

situations. We then explore how childhood infec-

tions epitomize the nonlinear spatio-temporal

dynamics of ecological population cycles. Turning

to the ecological impact of parasitism, we revisit

classical models for the impact of parasites on

host-population regulation and the special dyna-

mical role of heterogeneities in the host–parasite

relationship. A concluding case study on foot and

mouth disease illustrates a range of other features

of host–pathogen dynamics, particularly the

synthesis of simple and complex models of popu-

lation dynamics.

10.2 Microparasite models: the
simple epidemic

The essential functional feature of microparasites

is that they reproduce directly within their hosts

(Anderson and May, 1991). Thus, for many

diseases, we can capture the essential dynamics

via a compartmental model, where hosts are divided

between different infection categories. The most

studied form is the family of suscep-

tible! infected! recovered (SIR) models for

strongly immunizing infections. Individuals are

recruited into a previously uninfected susceptible

class, S (often via births). They then become

infected (I) by contact with infected individuals,

before finally moving into an immune-recovered

class, R (Bartlett, 1956; May, 1980; Mollison, 1995).

The simplest realization of the SIR model describes

the dynamics of the simple epidemic—an outbreak

of a non-fatal infection directly transmitted

between hosts in a closed population, without host

demographic changes (May, 1980):

dS

dt
¼ �bIS

dI

dt
¼ bIS� gI

dR

dt
¼ gI

ð10:1Þ

The model assumes a well-mixed population, with

homogeneous random mixing between individuals.

As with the simplest predator–prey models (see

Chapter 3 in this volume), this leads to a bilinear

(I� S) interaction term for the infection process,

controlled by the infection parameter, b. This form

assumes that transmission depends upon the den-

sity of susceptible and infectious individuals (as

discussed further below; Begon et al., 2002). For

simplicity (eg Bjornstad and Grenfell (2002)) we

allow b to subsume the rate at which susceptible and

infectious individuals make sufficiently close contact

to allow a chance of transmission, and the prob-

ability of transmission of the infectious agent given

such a contact. After infection, individuals move into

the recovered class, R, at the recovery rate, g.
A key epidemiological parameter leaps out of

this model: consider an epidemic sparked by a

single infected individual introduced into a total

susceptible population of density N. At the start of

the epidemic (when SffiN) the level of infection, I,

can only increase (dI/dt> 0) if bN> g; this leads

naturally to a definition of the basic reproduction

ratio or basic reproductive number of infection:

R0 ¼ bN=g ð10:2Þ
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Since 1/g is the average duration of infection, R0

can be interpreted as the total number of second-

ary cases produced by one infected individual

when introduced into a population of N suscep-

tibles. As the epidemic proceeds, and more indi-

viduals recover and are therefore immune, the

effective reproduction ratio, R, declines with the

proportion of susceptibles, s¼ S/N; that is,

R¼R0s¼R0S/N. The basic and effective repro-

duction ratios provide a powerful framework for

exploring the dynamics and control of epidemics.

In particular, an infectious agent can only invade a

susceptible population if R0> 1; if this criterion is

satisfied the subsequent epidemic will only con-

tinue to increase while R> 1; when the proportion

of susceptibles is reduced by the epidemic below

1/R0, the number of cases must start to decline. An

endemic infection, steadily maintained at a con-

stant level, will have an effective reproduction

ratio R¼ 1; but R¼R0s*, where s* is the equili-

brium fraction who are susceptible, whence R0 can

be estimated as R0¼ 1/s*.

10.2.1 Control by vaccination

In essence, the simple epidemic extinguishes itself

by reducing its supply of susceptibles below 1/R0.

The same threshold also applies to control of

immunizing pathogens by vaccinating with an

inactivated or attenuated pathogen (Anderson and

May, 1991); reducing the proportion of suscep-

tibles below 1/R0 will keep R below unity and

prevent invasion of the infection. Note that the

resulting critical proportion of susceptibles that

require vaccination to prevent an epidemic

(pc¼ 1� 1/R0) is less than unity; this reflects the

concept of herd immunity in which not all suscep-

tible individuals in a population need to be pro-

tected to prevent a large-scale epidemic—logistical

constraints then determine whether this level of

vaccination can be achieved.

10.3 Host vital dynamics and long-term
behaviour of the SIR model

The simple SIR epidemic described above seals its

own fate by depleting its susceptible fuel. How-

ever, if we allow for the added realism (in most

populations) of a steady replenishment of suscep-

tible individuals via births (Anderson and May,

1991), further, recurrent epidemics become possi-

ble. This brings us to the SIR model with vital

dynamics:

dS

dt
¼ m N � Sð Þ � bIS

dI

dt
¼ bIS� mþ gð ÞI

dR

dt
¼ gI � mR

ð10:3Þ

Again, the total host population size is constant

and infection is not assumed to affect host survival

or reproductive rates. However, this model repla-

ces the previous assumption of a ‘closed’ host

population, without vital dynamics, by assuming

‘background’ birth and death rates of hosts, con-

trolled by a per-capita death rate, m. Although eqn

10.3 is a general formulation, we focus in parti-

cular on ‘acute’ infections, such as measles, where

the duration of infection is relatively brief (i.e.

g>> m). A numerical simulation with measles

parameters (Figure 10.1a) immediately illustrates

the impact of susceptible replenishment by

births—a series of recurrent epidemic oscillations

(with an approximately 2-year period for measles

parameters), slowly damping to a stable equili-

brium abundance of susceptible and infected

individuals (May, 1980). Essentially, the nonlinear

feedback between infected and susceptible den-

sities, along with the upper limit on susceptible

abundance, N, stabilizes their interaction. As

shown by the S and I nullclines for the model

(Figure 10.1b), these dynamics are closely analo-

gous to the dynamics of Lotka–Volterra predation

models with density-dependent limitations on

prey abundance (Rosenzweig and MacArthur,

1963).

The period of these damped model oscillations

close to equilibrium captures the tendency for

measles epidemics to be strongly biennial in the

era before vaccination in developed countries

(Bartlett, 1957; Anderson et al., 1984; see Figure

10.3a, below). However this comparison of model

and data also illustrates a significant question:

what additional biological feature do we need to

translate the weakly damped epidemics of the
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model into the dramatic sustained oscillations of

the observed series?

10.3.1 Seasonal forcing and sustained
epidemic oscillations

The above question parallels a long-standing

population-dynamic debate about the cause of

sustained host–natural enemy cycles of small

mammals, game birds, and forest insects

(Bjørnstad and Grenfell, 2001). The key issue in

ecology is generally to explain the rarity of such

cycles in practice compared with basic theory;

here, the issue is reversed: how do we explain the

violent cycles of measles and other childhood

diseases, given the long-term stability of very

plausible simple models? As with ecology, much

of the debate has revolved around the balance
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between intrinsic nonlinear dynamics, time delays,

and external forcing (Bartlett, 1956, 1957, 1960;

Dietz, 1976; May, 1980; Fine and Clarkson, 1982;

Schenzle, 1984; Bolker and Grenfell, 1993).

For measles, Bartlett’s key insight is that repe-

ated external perturbations, either from stochastic

fluctuations or seasonal variations in transmission,

can throw the damped oscillations of the SIR

model into sustained epidemic cycles (Bartlett,

1956, 1957, 1960). In practice, seasonal variations in

infection rates appear to be the major force sus-

taining epidemic cycles of measles which are

relatively invariant to population size and there-

fore stochastic effects (Fine and Clarkson, 1982;

Schenzle, 1984; Bolker and Grenfell, 1993).

We illustrate this role of seasonality in Figure

10.2. Figure 10.2a shows the dynamics of our

simple SIR model with vital dynamics, with the

addition of an annual sinusoidal swing of 20% in

the per-infective infection rate, b (inset). This

repeated perturbation to the system pushes the

dynamics into sustained cycles; the deterministic

trajectory loops around the unforced equilibrium

in SI phase space (Figure 10.2b). Furthermore, the

annual period of the forcing resonates with the

unforced biennial (but damped) tendency to gen-

erate focused, violent epidemics reminiscent of the

observed pre-vaccination case-report data (com-

pare Figures 10.2a and 10.3a). More broadly, the

synthesis of models with data on childhood epi-

demics illustrates key principles of ecological

dynamics in two parallel, and ultimately inter-

locking, directions.

10.3.1.1 Realistic epidemiological models

A major body of work has developed increasingly

accurate models for assessing the performance of

vaccination strategies and exploring spatio-

temporal dynamics (Bartlett, 1956; May and

Anderson, 1984; Schenzle, 1984; Anderson and

May, 1991; Cliff et al., 1993; Babad et al., 1995;

Grenfell et al., 2001). These range from complex

age-structured models (Schenzle, 1984; Anderson

and May, 1991; Bolker and Grenfell, 1993; Babad

et al., 1995)—key for designing age-targeted vac-

cination strategies—to much simpler aggregate

formulations (Earn et al., 2000; Bjørnstad et al.,

2002). In fact, simple models (combining epidemic

dynamics with realistic seasonal forcing functions)

can capture long-term measles dynamics in large

cities surprisingly well (Figure 10.3a), as long as

we allow for secular changes in birth rates (which

effectively tune the propensity for oscillations of

different periods; Bjørnstad et al., 2002; Grenfell et

al., 2002). As shown in Figure 10.3a, dynamics in

these large centres are relatively insensitive to

demographic stochastic perturbations. In smaller

populations, below a critical community size of

around 300 000 individuals, infection generally

disappears in the troughs between epidemics due
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to demographic stochasticity (Bartlett, 1960).

Another body of literature has used stochastic

models to explore these dynamics and the spatio-

temporal patterns which emerge from them (Lloyd

and May, 1996; Grenfell et al., 2001).

10.3.1.2 Nonlinear dynamics and chaos in epidemics

The search during the 1980s and 1990s for the

imprint of chaotic dynamics in real ecological

systems (May, 1976a; see also Chapter 3 in this

volume) quickly revealed that few ecological sys-

tems had the necessary length and detail of time

series to discern the sensitivity to initial conditions

that is their characteristic fingerprint (Sugihara and

May, 1990). In the mid 1980s W.M. Schaffer rea-

lized that the relatively long and densely sampled

time series of measles, and other strongly fluctu-

ating childhood infections, might provide the key

to this enigma (Schaffer and Kot, 1985a, 1985b;

Olsen et al., 1988). Schaffer and Kot realized that

acute, self-immunizing, seasonally driven infec-

tions like measles are also especially suitable can-

didates for exotic dynamics—their natural

oscillatory behaviour has the propensity to become

chaotic at relatively high amplitudes of seasonal

forcing. The resulting syntheses of models and

data provided a great stimulus to our under-

standing of nonlinear dynamics in ecology (see

Chapters 3 and 5 in this volume).

The effects of high-amplitude seasonal forcing

on the deterministic dynamics of measles models

are illustrated in Figure 10.4. As forcing amplitude
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Figure 10.3 (a) Observed biweekly measles notifications for London (corrected for under-notification) in the pre-vaccination era (circles). The
line shows a corresponding deterministic simulation of a forced SIR model set in a time-series framework (the TSIR model; see Bjørnstad et al.
(2002) and Grenfell et al. (2002) for details and fitting procedures). The lower reflected graph in (a) shows 10 replicate stochastic simulations of
the same model. This underlines that demographic stochasticity has remarkably little effect on the endemic limit-cycle behaviour of measles in
large communities. (b) Corresponding annual birth rates (per thousand population) for London; from the 1950s onwards we see sustained
biennial cycles; by contrast, the baby boom during the 1940s increased the recruitment of susceptible individuals, driving annual measles
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increases, measles first enters a biennial regime,

which dominates over a wide region of forcing/

levels (Figure 10.4b). At high levels of forcing,

this behaviour gives way to a region of

high-amplitude chaos, characterized by irregular

dynamics with deep inter-epidemic troughs.

However, in terms of the comparison between

models and data, there is still no compelling

–10.5

(a)

(b)

(c)

–11.5

–12.5

5000

Jan Mar May July Sept Nov

4

2

0

1000

100

10

0.2

0.1

0.0

D
om

in
an

t 
L

E
N

um
be

r 
of

 c
as

es
 (

lo
g 

sc
al

e)
L

og
 (

β)

–0.1

1

0.0 0.1 0.2

CV (β)

CV (β)

0.3 0.4 0.5

0.0 0.1 0.2 0.3 0.4 0.5

Figure 10.4 Nonlinear behaviour of the SIR model as a function of the amplitude of seasonal forcing. We illustrate the effects of increasing
seasonality using the TSIR model (full details of model and figure are given by Grenfell et al., 2002). (a) Observed seasonal variation in infection
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empirical evidence for chaos in epidemics, for

two reasons. First, from the data perspective,

non-stationarity in driving parameters such as

birth rate (Figure 10.3) and the underlying sto-

chasticity of transmission effectively reduce the

ability to detect the signature of sensitivity to

initial conditions (Bjørnstad and Grenfell, 2001;

Bjørnstad et al., 2002). Second, the strength of

seasonal forcing required for chaotic dynamics

in models is stronger than that estimated from

the case-reporting data. In addition, the model

dynamics within the chaotic parameter region

tend to generate deeper troughs with more-

localized extinctions of infection—and therefore

a much higher critical community size—than are

seen in practice (Bjørnstad et al., 2002). Never-

theless, the combination of over-compensatory

dynamics, forcing, and noise seen in SIR-type

infections make measles, and other acute,

strongly forced infections, strong candidates for

complex dynamics (Rand and Wilson, 1991;

Earn et al., 2000; Keeling et al., 2001a).

10.4 Impact of parasites on host
dynamics and population regulation

The last two decades have seen an explosion of

empirical evidence on the impact of emerging and

established pathogens on the dynamics and evo-

lution of their host populations (Grenfell and

Dobson, 1995; Hudson et al., 2001). A significant

impetus for this work was the basic theory which

elucidated the potential nonlinear impact of micro-

and macroparasites on population regulation of

their hosts (Anderson and May, 1978; May and

Anderson, 1978). To illustrate the general point, we

turn to macroparasitic worms, where theory and

empirical ecology come together in a particularly

elegant way. The key functional properties of

macroparasites are that parasites do not reproduce

directly in their hosts and generally produce

deleterious effects in proportion to their abun-

dance; thus we have to track the intensity of

infection in individual hosts. To test the potential

for population regulation, Anderson and May (see

also Crofton, 1971; May, 1977b) formulated a basic

model for a directly (i.e. non-vectored) macro-

parasite in an exponentially growing host

population:

dH

dt
¼ ða� bÞH � ðdþ aÞmH

¼ ða� bÞH � ðdþ aÞP ð10:4Þ

dP

dt
¼ lPH

H0 þH
� bmH � nP� aHEðm2Þ

¼ lPH
H0 þH

� ðbþ nÞP� aHEðm2Þ ð10:5Þ

Here, a host population (H), with per-capita birth

and death rates a and b, respectively, will grow

exponentially (a> b) in the absence of parasitism.

Adult parasites (total population P) produce

transmission stages into the environmental at a

per-capita rate, l; the nonlinear success of trans-

mission is captured by the parameter H0 in eqn

10.5. Additionally, parasites have a background

death rate of n. The impact of parasites on the host

is assumed to be proportional to the average

parasite burden (m ¼ P=H): those hosts with more

parasites suffer a greater reduction in survival and

reproduction governed by per-capita rates a and d
respectively.

10.4.1 Heterogeneity and regulation

The final term in both the host and parasite

equation (eqn 10.5) allows for two biological pro-

cesses (Anderson and May, 1978; May and

Anderson, 1979): (1) the net host mortality due to

parasitism is proportional to average parasite

burden (m), and (2) if parasites kill their host then

they themselves die. This combination of effects

means that host death can have a dis-

proportionately big effect on parasite mortality, as

captured by the expectation E(m2): the second

moment (mean2þvariance) of the distribution of

parasites per host. Therefore, those hosts with a

greater-than-average burden are more likely to

die, which in turn leads to the death of a greater-

than-average number of parasites. In the over-

whelming majority of situations (Anderson and

May, 1978; Roberts et al., 1995) the parasite
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distribution is highly aggregated (variance>

mean), which greatly magnifies this effect. To an

excellent empirical approximation, parasite num-

bers per host can be assumed to be negatively

binomially distributed with dispersion parameter k

and variance ¼ mþm2=k, where m is the mean

parasite burden per host (m ¼ P=H). The negative

binomial has second moment

Eðm2Þ ¼ mþm2ðkþ 1Þ=k, thus eqn 10.5 becomes

(May and Anderson, 1978):

dP

dt
¼ lPH

H0 þH
� ðbþ nþ aÞP

� a
ðkþ 1ÞP2

kH
ð10:6Þ

Ignoring for the moment the reduction in host

reproduction due to parasites (d¼ 0), Anderson

and May show that parasites can regulate the

host population to a stable equilibrium as long as

the parasite frequency distribution is aggregated

(i.e. k<1; where k¼1 yields a Poisson dis-

tribution). Again, this result has general ecologi-

cal resonance—heterogeneity in encounter rates

can contribute significantly to the stability of

host–natural enemy interactions (see Chapter 5 in

this volume). We return to the special impact

of heterogeneities on host–pathogen dynamics

in the case study on foot and mouth disease

(section 10.5).

10.4.2 Macroparasites and host population
cycles

A variety of refinements have been made to the

basic host–macroparasite model (Roberts et al.,

1995). The most interesting synthesis of theory and

field epidemiology arises from the potentially

strongly destabilizing effects of reductions in host

reproduction rates due to parasitism (i.e. d> 0).

We can immediately discern the qualitative effects

of reproductive limitations by parasitism if we

re-express the parasite equation (eqn 10.6) in terms

of parasites per host; m ¼ P=H:

d�m

dt
¼ l�mH

H0 þH
� ðaþ nþ aÞ�m

� ða=k� dÞ�m2 ð10:7Þ

Note that, as we are now dealing with the average

number of parasites per host, the natural loss of

hosts (at rate b) is irrelevant, whereas the birth of

uninfected hosts (at rate a) dilutes the average

burden.

Focusing on the quadratic term in m, parasite-

induced host mortality (a) exerts a regulatory

negative feedback in an aggregated parasite

population (k<1). However, host reproductive

limitations by the parasite (d) reduce this reg-

ulatory effect; indeed, for d> a/k, the quadratic

term becomes positive and the system is throw-

ninto limit cycles (May and Anderson, 1978).

Heuristically, reproductive limitations by the

parasite reduce host-population growth rate, but

have much less strong short-term effects on para-

site abundance per host—hence the reproductive

effects continue until the host population reaches a

lower threshold where the parasite population

crashes and the hosts recover, etc. These very

distinctive feedbacks again illustrate the special

ecological dynamics that can emerge from the

intimate relationship between host and parasite.

Probably the best empirically characterized

impact of parasitism on long-term host dynamics

arises in the ecology of a macroparasite: the

nematode Trichostrongylus tenuis infecting red

grouse populations in northern England and

Scotland. Game bag records for the grouse show

regular 5–7-year cycles since the nineteenth cen-

tury. In an echo of other debates about the role of

natural enemies in ecological cycles, T. tenuis,

which has strong effects on host recruitment at

high host densities, has long vied with intrinsic

behavioural explanations as a candidate for caus-

ing the cycles (Hudson et al., 1998, 2001). Because

birds can be treated with antihelmintic drugs,

parasites are more easily ‘excluded’ from the sys-

tem than predators usually are in other cycling

host populations. This led Hudson et al. (1998) to

carry out a decade-long field experiment demon-

strating that cycles were prevented on treated

grouse moors compared with untreated control

moors where the cycles continued. The debate

about grouse cycles continues (Mougeot et al.,

2005). However, the work of Hudson et al. remains

one of the best experimental tests of simple theory

in population dynamics.
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10.5 Foot and mouth disease in the UK

The 2001 foot-and-mouth epidemic had a huge

and lasting impact on the UK livestock industry.

However, the epidemic also precipitated a sub-

stantial change in the way that models of infec-

tious disease are formulated and utilized. We now

briefly review the epidemic situation in 2001 and

the biological characteristics of foot and mouth

disease before showing how these influenced the

choice of modelling approach. Apart from its

applied importance, the UK foot-and-mouth epi-

demic illustrates a number of general points about

the spatio-temporal dynamics of infectious dis-

eases, as well as the level of model detail required

to address different questions.

Foot and mouth disease is one of the most

rapidly transmitted of all livestock infections, and

can quickly spread both within and between

farms. Foot and mouth disease can infect most

livestock species, although during the 2001 epi-

demic in the UK it was primarily cattle and sheep

farms that were most frequently affected. In total,

2026 farms reported infection with foot and mouth

disease (leading to the culling of their animals),

while approximately four times that number of

farms had their animals culled in an attempt to

stop the spread of infection. Despite this seemingly

intense culling, the epidemic lasted from February

until September, with a long protracted tail once

the main bulk of the epidemic had died away.

Figure 10.5 shows the pattern of cases and culls in

space and time.

We now outline one of the models used during

the 2001 epidemic (Keeling et al., 2001b), focusing

on how the epidemiological characteristics dic-

tated the model structure and how models are

necessary to interpret the complex nonlinear trade-

offs that occur with control. The data from the UK

foot-and-mouth epidemic have presented mod-

ellers with an astoundingly detailed data-set, with

a large amount of information on both susceptible

and infected farms, as well as a range of complex
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questions. Three models were utilized during the

2001 foot-and-mouth epidemic (Keeling, 2005);

they ranged from elaborate simulations (Morris

et al., 2001) to a system of (complex) differential

equations (Ferguson et al., 2001a, 2001b). These

models generally agreed in the type of additions to

the simple SIR models (eqn 10.1) that were

required to capture the observed dynamics of foot

and mouth disease.

Host heterogeneities. Variability at the host level

comes from two different sources, the first is the

intrinsic differences between different livestock

species. In particular, cattle are far more suscep-

tible than sheep, whereas pigs featured rarely in

this epidemic; in addition, cattle are also respon-

sible for a greater amount of transmission than

sheep. From this perspective cattle can be seen as a

core group, being both more at risk of infection

and subsequently a greater potential for generating

further cases (Anderson and May, 1991). This

heterogeneity is amplified by the clustering of

animals (often of the same species) within farms—

essentially corresponding to assortativity of the

core group. All three of the 2001 models of foot

and mouth disease treated the farm as the

host unit—effectively taking a metapopulation

approach with each farm acting as a susceptible

patch for the infection to colonize. This leads to the

second form of host heterogeneity, the differences

between farms. Primarily this variability has been

attributed to the number and species of livestock

within the farm, although farm geography, farm

fragmentation, management practices, and live-

stock breed could all play a significant role. As an

example, the model of Keeling et al. (2001b)

assumes that for farm i the susceptibility (si) and
transmissibility (ti) are proportional to the number

of cattle NC
i

	 

and sheep NS

i

	 

present:

si ¼ sCN
C
i þ sSN

S
i and

ti ¼ tCN
C
i þ tSN

S
i ð10:8Þ

where the species-level parameters, s and t, reflect

both species-level heterogeneities and species-level

farming practices.

Within-farm dynamics. The standard SIR-type

models (eqns 10.1 and 10.3) implicitly assume that

all infected hosts (in this case farms) recover at the

same rate irrespective of the time since infection—

leading to exponentially distributed infectious

periods, with hosts in the tail of the distribution

contributing to the majority of transmission.

Observations of foot and mouth disease suggest

that this is not the case. Infected farms usually pass

through an exposed or latent period of around 4

days before they start shedding virus; it is then

around a further 5 days before signs of infection

appear and control measures can be applied.

Therefore, the simplest assumption (used by

Keeling et al., 2001b) is to model the exposed and

infectious periods as discrete intervals of a con-

stant length. A more realistic assumption is to pick

the periods from gamma or normal distributions

that most closely match the observed variance,

including the fact that early signs of infection in

sheep can often go unnoticed (Ferguson et al.,

2001a).

Spatial structure. The 2001 epidemic was pri-

marily confined to four regions of the country:

Cumbria, Devon, the Welsh borders, and Dumfries

and Galloway; with Cumbria suffering the most

cases. This spatial distribution, seeded by initial

movements of infected animals, is a clear indica-

tion of the important role of localized transmission

once a movement ban had been imposed. Further

analysis refines this concept, showing that, after

the initial spread through markets, 75% of all new

cases were within 3 km of a previously reported

infection, and 85% were within 5 km. Again all

three models incorporate the consequences of

spatial structure to some degree. Keeling et al.

(2001b) chose to capture this effect through a

localized transmission kernel, using the known

location of each farm in the UK. The rate of

transmission between infected farm i and suscep-

tible farm j is modelled as:

Rateij ¼ tisjKðdijÞ ð10:9Þ
where the kernel, K(dij), is a decreasing function of

the distance between farms.

Stochasticity. Although not all models incorpo-

rated the stochastic transmission of infection, it is

clear that during the initial and latter stages of the

epidemic (when the number of infectious cases
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were low) that random effects could play a major

role. Stochasticity is therefore vitally important in

predicting the end point of the epidemic; this has

strategic importance, as epidemic duration is a

major factor in the financial costs of an outbreak.

Keeling et al. (2001b) therefore utilized a prob-

abilistic approach, using the rates given above to

calculate the daily probability that a given sus-

ceptible farm would be infected:

Probðfarm j infectedÞ

¼ 1� exp �
X

Infectious farms, i

Rateij

 !
ð10:10Þ

This term has many echoes of the simple bIS term

in the SIR model (eqn 10.1).

The above description of the disease dynamics and

modelling approach has clear resonance with

metapopulation concepts in ecology; here farms

play the role of patches or islands of various sizes

and quality, with colonization between islands

being a function of their separation. The only dis-

crepancy with standard metapopulation models is

the rapid culling of farms once the infection is

detected.

It is important to consider why models were so

successfully used during the 2001 epidemic. This

stems from three basic elements. The first is the

large amount of data available on the epidemic

and culls, but also on the location and hetero-

geneity of susceptible farms. This provided a

detailed set of initial conditions and the ability to

accurately parameterize the necessary epidemio-

logical processes. Secondly, the nature of trans-

mission is relatively simple, even though the

precise mechanism of some infection events is still

uncertain. This was especially so after the move-

ment ban was imposed. For human (or wildlife)

diseases the movement and mixing of humans (or

animals) greatly complicates the potential trans-

mission routes—consider trying to model all

human social contacts that could lead to disease

spread (Ferguson et al., 2005). In contrast, the ses-

sile nature of farms simplifies the spatial dynam-

ics, and has more in common with models of the

spread of plant pathogens. Finally, the models

were driven by well-posed and non-intuitive

questions. Most importantly, although it is clear

that the pre-emptive culling of livestock near

infected farms can reduce the number of cases, is

this reduction sufficient to lead to a total saving of

livestock in the long term? In more precise terms,

is the sum of culled and infected farms (or live-

stock) less than the number of infected farms (or

livestock) in an uncontrolled epidemic? This is a

complex nonlinear question that requires the use

of accurate, well-parameterized models.

Despite the inherent differences between the

three models that were used during the 2001 epi-

demic, remarkably similar conclusions were

drawn, as follows.

1 The culling of animals on infected premises and

on dangerous contacts (those farms thought to be

at high risk of infection) should continue.

2 The culling on infected premises and dangerous

contacts should take place as rapidly as possible

and hence reduce the duration of the infectious

period.

3 Further localized culling would reduce the total

number of farms lost by simultaneously removing

infected farms and the susceptible farms that are at

the greatest risk due to their proximity to

infectious sources.

The uniformity of these conclusions lies in the use

of models that all agree with the observed epi-

demic pattern, and which agree on the initial state

of the population and the effectiveness of the

controls. Figure 10.6 shows the predicted epidemic

profiles under a range of culling strategies; while

prompt implementation is always advantageous,

the complex trade-off between control of the epi-

demic and loss of livestock due to culling is clear.

Future epidemics of foot and mouth disease in

the UK would probably also feature vaccination as

a major control measure (Keeling, 2005; Keeling

et al., 2006). The same messages about promptness

apply as for culling, although the main dynamic

complexity of ‘vaccinate to live’ policies involves

how to optimize spatial vaccination strategies

rather than trade-offs between culling and

slaughter (Keeling et al., 2003). Analyses of the

potential of vaccination for foot and mouth disease

reveal particularly clearly the need for both spa-

tially detailed stochastic epidemic models and
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Figure 10.6 Model results from simulations of the 2001 UK outbreak of foot and mouth disease. Graphs (a)–(c) show the number
of daily reported cases from 100 simulated epidemics (grey dots) together with the mean for different control options; the inset in each
case shows the spatial distribution from one replicate using the same scheme as Figure 10.5b. All control options follow the 2001 temporal
pattern, ramping up from low initial values and slow response times. Graph (a) is when only farms reporting infection have their livestock culled
(IP culling), graph (b) includes the additional culling of dangerous contacts (akin to contact tracing), and graph (c) also includes culling of
contiguous premises (akin to local spatial culling). Finally, graph (d) exemplifies the difficult trade-off between sufficient and overwhelming
control: whereas culls within a large radius dramatically reduce the epidemic size, beyond some radius (about 3.2 km) the cull starts to be
detrimental (data kindly provided by Dr Mike Tildesley). Graph (e) compares simulations of the effects of mass reactive vaccination (300 000 cattle
per day), generated by repeated iterations the spatial stochastic simulation model described in the text (grey area and mean trajectory of
persisting epidemics), compared with a simple core-group epidemiological model (black line); see Keeling et al. (2003; box 1) for full details.
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more simple formulations to help interpret them.

Figure 10.6e (Keeling et al., 2003) compares two

models from opposite ends of the spectrum

between detail and simplicity. The grey bars show

the range of results from 100 stochastic simulations

of the full spatial model defined by eqns 10.8–10.10

with culling of infected premises and mass vacci-

nation. The black line is the output of a simple

deterministic model that has a core group of farms

that are both more susceptible and more infectious.

The simple and the detailed models agree on many

features of the epidemic—in particular its initial

rise and overall shape. However, only the sto-

chastic simulation model is able to capture the

long, low tail of the epidemic (which, in reality,

dragged on to September 2001). Although small,

this tail was of enormous practical importance to

the UK because it determined the date from which

calculations about the resumption of trade were

made. Thus simple models can be invaluable for

understanding how heterogeneity impacts the time

course and the control of this epidemic. But for

some features only a detailed model is adequate to

capture observed patterns. The key to good mod-

elling is knowing when simple models will suffice;

this relies in turn on an understanding of host–

pathogen natural history and a sound statistical

comparison of model results with epidemiological

data.

10.6 Conclusions

The study of infectious-disease dynamics has

developed enormously since the 1976 and 1981

editions of Theoretical Ecology. A comprehensive

coverage of all these developments is impossible in

this short chapter. Instead, we have used a review

of simple models, then more complex derivatives

of them, to illustrate the place of parasitism in

ecological dynamics. We argue that, in addition to

their applied importance and impact on host

dynamics, host–parasite relationships throw a

special light on host–natural enemy interactions in

general. We have focused on the synthesis of

models and data for foot and mouth disease,

childhood epidemics, and macroparasites in red

grouse; however, a number of other examples

could have illuminated general questions in

ecological dynamics. Here we summarize the

chapter’s conclusions and point out key areas for

future work.

10.6.1 Model complexity and data

Epidemiological models of specific systems are

most successful when calibrated by high-quality

data and a good quantitative understanding of the

natural history of infection. This was the case for

both foot and mouth disease and childhood

infections such as measles in England and Wales.

Specifically, these systems provided both an esti-

mate of patterns of host susceptibility at epide-

miologically meaningful spatio-temporal scales

(farms for foot and mouth disease; cities for

measles) and disease-incidence data. Together,

these elements allow a key calibration: how the

(imperfectly known) host-contact network deter-

mines the pattern of transmission. In contrast,

recent models of smallpox and pandemic influenza

(Halloran et al., 2002; Ferguson et al., 2005)—while

often well constructed using cutting-edge model-

ling techniques—are necessarily hampered by a

lack of epidemiological data and therefore an

incomplete quantitative understanding of the pre-

cise transmission network. The public health and

veterinary importance of infectious disease is

likely to lead to an explosion in epidemiological

and ‘denominator’ data collection—especially of

pathogen sequence data (Kuiken, et al., 2005). This

should help modelling efforts; indeed models, and

associated statistical developments (Keeling et al.,

2004), will be key for designing such sampling

schemes and interpreting their results. Using

models to extrapolate the fate of true emerging

infections is, however, always going to be a diffi-

cult task, hedged with caveats. The use of a family

of models—simple as well as complex—is key, for

predicting the potential for epidemics as well as

for helping to manage outbreaks once they have

begun.

10.6.2 Dangerous liaisons

The intimate association of parasites and their host

‘habitat’ gives these interactions a special place in

the ecology of host–natural enemy systems. As
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discussed above, host–parasite interactions often

involve and invoke heterogeneities with special

dynamic consequences. Furthermore, parasites are

sometimes easy to remove at the individual or

local scale by treating or vaccinating their hosts.

The resulting ability to manipulate the system (as

in the red grouse experiments) or observe manip-

ulations (such as the start of vaccination in child-

hood diseases) can enhance population-dynamic

understanding. In particular, such experiments

provide insights into a wider range of phase and

parameter space than would normally be

observed, giving clues to the dynamics away from

the narrowly confined standard attractor. Such

experiments (especially the implementation of

control strategies) are arguably more readily per-

formed and controlled in infectious diseases than

in other ecological populations. The simple obli-

gate interaction between some parasites and their

hosts has also allowed researchers to tease apart

the complex relationships between seasonality,

stochasticity, and this natural-enemy interaction.

Finally, the often strong effects of microparasites

on host demographic rates also give them a special

place in community dynamics (see also Chapter 5

in this volume). For instance, during wildlife,

plant, or even human epidemics an RNA virus can

cause community effects completely out of pro-

portion to its miniscule biomass.

The importance of infectious diseases is likely

to mean an ever-increasing focus on their

dynamics over the next decade. As well as issues

touched on above, there are a number of

important areas for future development in dis-

ease dynamics. For instance, how do we char-

acterize and model transmission network

structure (Keeling and Eames, 2005; May, 2006)?

How do we move beyond interactions of single

hosts and parasites to model, for example, the

interaction of multiple pathogens in the same

host underlined by recent studies (Graham et al.,

2005)? However, arguably the biggest questions

and opportunities arise in synthesizing popula-

tion kinetics and evolutionary dynamics of host–

parasite associations across scales (Nowak and

May, 2000; Frank, 2002; Grenfell et al., 2004). As

well as their applied importance, the evolu-

tionary dynamics of fast-evolving pathogens,

such as influenza, provide a wonderful model for

evolutionary ecology.
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CHAPTER 11

Fisheries

John R. Beddington and Geoffrey P. Kirkwood

11.1 Introduction

The depletion of fish stocks on a global scale is

well documented. The United Nations Food and

Agriculture Organisation collects statistics on

fisheries from all states and, despite obvious

shortcomings in the data, a clear picture has been

available for some time. Garcia and Grainger

(2005) have succinctly documented the position

from the latest available date: in 2003, only 3% of

stocks were underexploited and 26% moderately

exploited, while 52% were fully exploited, 16%

were overfished, 7% were depleted, and 1% were

recovering from earlier depletion. These global

statistics mask two important phenomena. The

first, highlighted by Pauly et al. (1998), is that

fisheries are increasingly focusing on species lower

down in the food-web and the second, highlighted

by Myers and Worm (2003, 2005), is that large

predatory fish have been particularly reduced in

abundance.

Both of these analyses are somewhat flawed. In

the case of Pauly et al. there are two problems: the

first is that the metrics used for the mean trophic

level are presented as simple numbers with no

estimates of error or indeed sensitivity. In such a

situation, the changes in mean trophic levels are

hard to interpret, particularly where the mean

trophic level changes by at most around 10% over

four decades. The second problem has been high-

lighted by a recent paper by Essington et al. (2006).

They point out that in the periods when according

to the analysis of Pauly et al. the mean trophic level

was declining, in most cases catches of apex

predators and indeed all upper trophic levels

increased (an exception is the North Atlantic).

In the case of the Myers and Worm analysis,

they used the catch per unit of effort (CPUE) as an

index of abundance. As discussed later in this

chapter, there are problems with this, but more

importantly for some key apex predators, in par-

ticular large tunas, the CPUE declines in the early

stages of the fishery, where catches are small, but

remains relatively stable under a regime of much

higher catches. In such a situation, the interpreta-

tion that the CPUE reflects changes in abundance

is clearly problematic.

Despite these concerns on details, the general

conclusions of both sets of authors are probably

correct; indeed, neither phenomenon is particu-

larly surprising, as the simplest economic and

ecosystem modelling would predict the initial

targeting of large, valuable, slow-growing species

by fishers being succeeded by switching to more

abundant, smaller, faster-reproducing species.

Nevertheless, it is reasonable to ask whether fish-

eries science provides a sufficient level of under-

standing of the processes involved to guide

management in a more efficient stewardship of

marine resources in the future.

11.2 Basic assessment of single-species
fisheries

In its current paradigm, fisheries science is still

dominated by the single-species formalism devel-

oped by Beverton and Holt (1957). These models of

fish population dynamics are either age- or size-

structured, with multiple cohorts. A typical age-

structured model is as shown below. It represents

a special case of the general formulation sketched

in Chapter 3 in this volume.

Suppose fish first recruit to the potentially fish-

able population at age r. If Na,y is the number of

fish of age a in the population at the start of year y,
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Ma is the instantaneous rate of natural mortality of

fish of age a, and Fa,y is the instantaneous rate of

fishing mortality experienced by fish of age a

during year y, then

Nr;y ¼ fðBy�r�1Þ ð11:1Þ

Naþ1;yþ1 ¼ Na;y e
�ðMaþFa;yÞ

for a ¼ r, 1, . . . , p
ð11:2Þ

Np;y ¼ Np�1;y�1e
�ðMp�1þFp�1; y�1Þ

þNp;y e
�ðMpþFp;yÞ ð11:3Þ

Here f(.) is the stock-recruit relationship relating the

numbers of young fish entering the fishery for the

first time each year to By, the spawning stock biomass

rþ 1 years ago, and p is the age of the so-called

plus group of fish of age p or greater.

Growth in length is typically described by a von

Bertalanffy curve (von Bertalanffy, 1938) and con-

verted to mass via a length/weight relationship. If

La is the length of a fish of age a, and Wa is its mass,

then

La ¼ L1ð1� e�Kða�t0ÞÞ, Wa ¼ gLda and ð11:4Þ

By ¼
Xp
a¼r

Na;y WaOa ð11:5Þ

here Oa is the proportion of fish mature at age a.

Finally, annual catches at age in numbers, Ca,y,

are given by the Baranov (1918) catch equation:

Ca;y ¼
Fa;y

Ma þ Fa;y
ð1� e�ðMaþFa;yÞÞNa;y ð11:6Þ

and the annual biomass yield by

Y ¼
Xp
a¼r

Ca;yWa ð11:7Þ

From the above set of equations, it is not clear that

there are any sources of density dependence in the

model dynamics. In most applications in marine

fisheries, density dependence is assumed to occur

only in the stock-recruit relationship. Two forms of

stock-recruit relationship are commonly used:

those due to Beverton and Holt (1957) and those

due to Ricker (1954). The former, relating recruit-

ment R to spawning stock biomass S, takes the

form

R ¼ aS
1þ bS

ð11:8Þ

This was derived under the assumption that the

mortality experienced between eggs being

spawned and subsequent recruitment is made up

of both density-independent and density-depen-

dent effects, with the pre-recruits inhibiting

themselves by competition for food or space

(Quinn and Deriso, 1999). The alternative Ricker

formulation is

R ¼ aSe�bS ð11:9Þ

where now the pre-recruit fish are inhibited by the

spawning stock, such as through cannibalism

(Quinn and Deriso, 1999). Shepherd (1982) devel-

oped a form which incorporates both these models

as special cases.

The models above make no allowance for den-

sity dependence in other key biological parameters

of the fishable population. In reality, given the

intimate connection between food availability and

growth and survival, there are compelling grounds

to expect density dependence in growth, onset of

maturity and survival. For some of the better-stu-

died marine fish stocks there is also good empirical

evidence of substantial trends over time in growth

rates, and related changes in age or length at first

maturity (e.g. Beverton and Holt, 1957; Cook and

Armstrong, 1984). Further, since the primary cause

of natural mortality in the younger age classes of a

fish stock is likely to be predation, the rates of

natural mortality would be expected to vary with

the abundance of predators and also with age/size,

since predation is usually strongly size-specific.

In addition to density dependence, it is likely

that the fishing process itself may lead to changes

in vital rates. Many fishing gears are strongly size-

selective. Substantial periods of heavy size-selec-

tive fishing pressure would therefore be expected

to exert selective pressure on growth rates and also

on the timing of the onset of maturity (Roff, 2002).

Evidence of such effects has been demonstrated

for a number of stocks (e.g. Bering Sea pollock
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(Laevastu, 1992), Newfoundland cod (Hutchings,

1999), North Sea plaice (Rijnsdorp, 1993)) and an

explanatory model has been proposed by Law and

Rowell (1993).

In practice, however, it is normally difficult

enough to get single reliable estimates of the

principal biological parameters for marine fish

stocks, let alone characterize density-dependent or

ecosystem-related changes in these over time. In

particular, the natural mortality rate has proved

highly resistant to estimation from data and it is

commonly assumed to be both age- and density-

independent. In consequence, most models of the

dynamics of marine fish stocks take the form as

described above. Fortunately, a possible reality

check on imperfectly estimated biological para-

meters is available from life-history theory. Using

this, Charnov (1993) and later Jensen (1996) have

proposed the natural mortality rate (M), the age

(Tm) or length (Lm) at first maturity, and the von

Bertalanffy growth parameters L1 and K:

MTm ¼ 1:65,
M

K
¼ 1:5,

Lm
L1

¼ 2=3 ð11:10Þ

Recently it has been shown that these ‘invariant’

properties derive in part from a direct lack of

independence among plotted variables—a familiar

statistical sin (Nee et al., 2005). However, in this

case, the estimation of natural mortality and the

parameters of growth curves are derived inde-

pendently using rather different data. Further-

more, Jensen’s derivation of the relationship

between M and K relies simply on the existence of

an inflexion point in the growth curve and is

supported by the available data. Whatever the

ultimate development of life-history theory, cur-

rently use of these relationships within fisheries

appears to remain both valid and useful.

For freshwater fish stocks, especially those sub-

ject to culture-based fisheries or aquaculture, the

opportunity exists to observe growth and mortality

over a much wider range of densities than is

possible for most marine fish. Models incorporat-

ing density-dependent growth and size-dependent

mortality have been developed by Lorenzen (1995,

2005) and Lorenzen and Enberg (2002).

Returning briefly to stock and recruitment, in

the early part of the twentieth century it was

believed that marine fish stocks were effectively

inexhaustible. Even after Beverton and Holt (1957)

and after the development of the theory of stock

and recruitment, the enormous fecundity of many

fish stocks lead to the view that fish stocks were

highly resistant to overfishing. This was further

encouraged by the appearance of plots of estimates

of spawning stock biomass and resultant recruit-

ment that suggested maintenance of average

recruitment levels despite large reductions in

spawning stock sizes. Subsequent undeniable

empirical evidence and analyses of comprehensive

databases of stock and recruitment data, such as

that collated by Myers et al. (1995), have now led

fisheries scientists to realize that fish stocks are all

too vulnerable to overfishing. Indeed, a meta-

analysis of these data by Myers et al. (1999)

demonstrated that the maximum reproductive rate

of a fish stock, measured by the number of sub-

sequent spawners produced per spawner each

year, generally ranged between 1 and 7 across fish

populations, with an average of 3. This suggests

that the capacity for population growth and vul-

nerability to over-exploitation of fish stocks is

similar to those of many mammals (Beddington

and Basson, 1994). In contrast to mammals, how-

ever, the highly stochastic nature of the recruit-

ment process (Rothschild, 1986) imposes

additional risks for populations that have been

reduced to low levels.

The age-structured models above have typically

been applied to temperate fish species that can be

aged, usually by counting annuli on hard parts

such as otoliths (‘earplugs’). For many tropical

species, however, this is not possible. In the

absence of reliable estimates of age structure, it is

often necessary to revert to simpler biomass

dynamic models (Hilborn and Walters, 1992) that

take a form similar to the familiar logistic model. A

discrete-time version proposed by Pella and

Tomlinson (1969) takes the form

Btþ1 ¼ rBt 1� Bt

K

� �z� �
� Ct ð11:11Þ

where Bt is the vulnerable population biomass

at the start of year t, Ct is the catch biomass

during year t, r is the intrinsic growth rate, K is

the population carrying capacity, and z is a
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phenomenological shape parameter or fudge factor

allowing for maximum sustainable yield (MSY) for

the population to occur elsewhere than at half

carrying capacity. A simpler earlier model first

proposed by Schaefer (1954) fixes z at 1. The earlier

Ricker equation (eqn 11.9), originally proposed in

studies of salmon recruitment, is another example.

At first glance, it may seem that such a simple

caricature of the true dynamics would not be sui-

table for use in quantitative assessments of fish

stocks. However, simulation studies (e.g. Ludwig

and Walters, 1985) have demonstrated that such

models can be surprisingly robust, particularly in

circumstances where reliable estimates of the many

parameters of the age-structured models are diffi-

cult to obtain. The simpler biomass dynamic mod-

els tend to break down in cases where there is large

inter-annual variability in recruitment, and, less

obviously, when the vulnerable population varies

over time through changes in targeting by different

fishing fleets. As discussed later, these models have

proved particularly useful in wider bio-economic

studies of fisheries-management strategies.

11.3 Managing single-species fisheries

The principal mechanisms available to fishery

managers to control fishing are limitations on catch

and/or fishing effort, closed areas and seasons,

and various controls on the catch of juveniles. For

the purpose of this explanation, we concentrate

here on the dynamics and management of a fishery

targeting a single species. In this context, the cri-

tical issue is control of the amount of catch taken

from the stock each year. From the point of view of

the stock, it is not really relevant whether this is

achieved by setting a total allowable catch or

achieving the same end by restricting fishing

effort. Thus for the time being we will ignore this

distinction, but return to it below when consider-

ing the economics of fishing and issues of com-

pliance. Traditionally, closed areas and seasons, as

well as controls on catches of juveniles, have been

measures designed to ensure that fishing is

restricted to appropriate segments of the popula-

tion, or to protect spawning grounds and nursery

areas. These are also important topics, but they

will not be covered here; for a full account, see

Quinn and Deriso (1999). More recently, however,

closed areas (now renamed marine protected

areas) have emerged as a potentially valuable tool

for fishery management, particularly in an eco-

system context, and we will return to them below.

In order to set appropriate limitations on catches

from exploited fish stocks, fishery managers rely

on advice from fishery scientists. In its simplest

form, this scientific advice is based on a stock

assessment. Given a model of the dynamics of the

fish stock and estimates of its key biological

parameters, estimates of historical and current

abundances are calculated by fitting the selected

model to available data on historical catches and

time series of estimates of relative or absolute

abundance. Forward projection from estimated

current abundance under different levels of catch

or fishing mortality can then allow determination

of appropriate catch limits that will meet man-

agement objectives. Put this way, the process

seems straightforward, but in practice it is any-

thing but that.

Historical catch data are obviously fundamental.

Yet the collection of even such basic data can be

fraught with difficulties. Especially with the recent

increased pressure to reduce catches, for fisheries

managed by total allowable catches there are

strong incentives for misreporting of catches and

the extent of discarding of undersized fish is rarely

well documented. There are two principal sources

of relative abundance data: fishery-dependent data

such as CPUE and fishery-independent data from

research surveys. Nominal CPUE data are simple

to collect, but identification of measures of effort

such that CPUE is really an index of abundance is

extremely difficult (Clark, 1985, Cooke and Bed-

dington, 1985). Data from research surveys are

more likely to provide unbiased indices, but their

level of precision is often rather low. Naturally,

if age-structured dynamics models are to be

fitted, then these data need to be broken down by

age class.

Estimation methods have become increasingly

sophisticated over time, mirroring the increase in

available computing power. The simplest assess-

ments rely on fitting biomass dynamic models to

total catch and CPUE data using nonlinear statis-

tical methods. The most widely used approach to
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fitting age-structured models is via a number of

variants of virtual population analysis (Quinn and

Deriso, 1999), which were developments of cohort

analysis (Pope, 1972). These are currently being

slowly replaced by various integrated statistical

catch-at-age analysis methods that also incorporate

auxiliary information, such as catch-length fre-

quencies, recruitment indices, and results from

tag-recapture experiments (e.g. stock synthesis

(Methot, 1990), COLERAINE (Hilborn et al., 2003),

and CASAL (Bull et al. 2005)). Some also take the

spatial structure of stocks into account, incorpor-

ating data on fish movements and oceanographic

processes (Bertignac et al., 1998).

A notable feature of recent fishery stock assess-

ment methods is the use of Bayesian estimation

methods (McAllister and Ianelli, 1997; McAllister

and Kirkwood, 1998) These methods are also

incorporated into integrated assessment methods

such as COLERAINE and CASAL. Bayesian

methods provide a much more natural setting for

the incorporation of prior but uncertain informa-

tion on key population parameters, such as that

arising from meta-analyses of data from the same

or related species elsewhere (Myers et al., 2001).

They also allow a more rigorous treatment of risk

and decision analyses of alternative management

strategies.

The more complex assessment methods such as

those described above not only have formidable

data requirements, but also require a level of ana-

lytical sophistication not available to many fishery-

management agencies in developing countries. To

address this problem, Beddington and Kirkwood

(2005) have developed techniques based on the life-

history relationships described above (eqn 11.10).

These methods use estimates of the growth

parameters, the length at first capture, and the

‘steepness’ (Mace and Doonan, 1988) of the stock-

recruitment relationship to estimate the MSY and

the fishing mortality rate producing the maximum

yield. This allows sustainable yields and fishing

capacity to be estimated from relatively sparse data,

such as those available for fisheries in developing

countries. It also can provide a quick reality check

on the results of more complex analyses.

Identification of an appropriate catch limit for a

fishery requires not only estimation of the current

stock status in relation to its unexploited state, but

also specification of an ‘optimum’ state. Armed

with both of these, stock projections under differ-

ent catch levels will allow estimation of a catch or

sequence of catches that will move the stock

towards that optimum level. For many years there

was no doubt that this optimum catch level should

be the so-called MSY. Indeed, maintaining fish

stocks at MSY is still enshrined in the United

Nations Law of the Sea Convention and the United

Nations Straddling Stocks Agreement and the

recent summit on Sustainable Development in

2002 called for action to ‘maintain or restore stocks

to levels that can preserve the maximum sustain-

able yield’.

Many critical articles have been written about

MSY. Its origins lie in analyses of the deterministic

logistic or Schaefer (1954) population-dynamics

model. That model apparently suggests that a

maximum yield of rK/4 can be taken ad infinitum

from a population at half its carrying capacity K.

The first obvious criticism is that this is not even a

stable equilibrium of the deterministic model, and

in a truly stochastic context a constant catch equal

to the deterministic MSY is definitely not sustain-

able (Beddington and May, 1977). These criticisms

seem to us to be a little pedantic; for any given

stochastic model of population dynamics there is

no conceptual difficulty in identifying some max-

imum catch level that is sustainable over a speci-

fied period, even allowing for the uncertainties in

the assessment. Rather, the problem with MSY is

that it cannot be the sole management objective.

Almost all sets of fishery management objectives at

least impose a requirement to prevent the stock

from falling to dangerously low levels, in addition

to seeking to maximize the catch. Simultaneous

consideration of these two objectives has given rise

to the concept of biological reference points (Mace,

1994) and discussion of them in the wider context

of sustainability (Quinn and Collie, 2005).

The first change was to move from catch targets

to resource targets and to introduce several types

of reference point: limit, threshold, and target. The

second is that all of these are considered in an

appropriately stochastic setting. MSY, or rather the

fishing mortality rate corresponding to MSY

(FMSY), is now considered as a limit reference
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point, which the fishing mortality rate should not

be allowed to exceed. In order to minimize the

probability of stock collapse, a limiting lower value

of spawning stock biomass (Blim) and a corre-

sponding upper value of fishing mortality rate

(Flim), have been identified. An absolute limit for

fishing mortality rate is Fextinction, the fishing

mortality rate that will drive a population to

extinction (Mace, 1994). In stock assessments car-

ried out under the auspices of the International

Council for the Exploration of the Sea for Eur-

opean fish stocks, further, more conservative

‘precautionary approach’ levels of biomass have

also been identified, in recognition of the fact that

both current and limit levels of fishing mortality

rates and biomasses are imperfectly estimated.

Target levels are typically defined in terms of

seeking to preserve appropriate levels of spawning

stock per recruit (typically 35–45%; Quinn and

Deriso, 1999; see Figure 11.1). This is still a

developing area of research, as ideally one would

wish to incorporate estimation of reference points

corresponding to specified levels of risk into

Bayesian stock assessments and risk analyses.

If the most modern assessment methods are

used and proper attention is given to more pre-

cautionary targets and limits for levels of fishing,

will this be sufficient to ensure sustainable

management of fish stocks? If we were starting

from scratch, and the degrees of precaution actu-

ally applied were sufficiently great, the answer is

probably yes. After all, it does not require a welter

of sophisticated population biology, mathematics,

and statistics to realize that if catch levels were

kept at sufficiently low levels then they can be

sustainable and the risk of over-exploitation can be

kept to very low levels. But, as indicated above, we

are not starting from scratch. Many of the world’s

most important commercial fish stocks are cur-

rently over-exploited and a number severely so.

What is needed for these stocks is a series of

recovery plans, inevitably requiring further sub-

stantial reductions in catches and consequent

additional pain for an already over-stretched fish-

ing industry. The inevitable political consequence

of this is pressure to set catch limits as high as can

be considered compatible with management

objectives. In such circumstances, even the best

assessments may still be not be enough. The reason

for this is that stock assessment and the provision

of scientific advice is only a part of a much wider

fishery-management system involving the collec-

tion of imprecise data, analysis of those data for a

stock assessment, the translation of the resulting

scientific advice into management regulations,

and the often imperfect compliance with those

Target

Overfishing limit

Depleted/ ‘overfished’

Overfishing

Ftarget FMSY Fextinction

BMSY
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Figure 11.1 The possible combinations of stock abundance and fishing mortality after Quinn and Collie (2005). White areas are sustainable,
grey areas problematic. and black areas are unsustainable.
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regulations. Furthermore, this system sometimes

involves substantial time delays. Last, but not

least, the models for the underlying population

dynamics may be based on incorrect assumptions.

To address these wider issues, a simulation

technique known as management-strategy eva-

luation has been developed. Originally devised by

scientists advising the International Whaling

Commission to develop a revised management

procedure for baleen whales (Kirkwood, 1997), the

process can be illustrated by Figure 11.2. Below the

water (represented by the thick line) the fish go

through their annual cycle (including being fished)

according to their ‘true’ population dynamics.

Naturally we do not know this, but the opportu-

nity exists to incorporate ‘operating models’ for the

fish stock that are far more complex than usually

assumed in stock-assessment models (e.g. incor-

porating spatial structure, inter-species interac-

tions, and alternative hypotheses about the true

dynamics). From this population, each year catches

are taken and sampled, as are biological data, and

these and similar historical data are input to the

stock assessment, which usually will assume a

much simpler dynamical model. A recommended

catch is determined from the assessment according

to a specified catch-control rule and then trans-

lated into regulations and implemented by the

fishermen. This sets the catch for the next year and

the annual cycle starts again. Typically, this pro-

cess is simulated for a number of years into the

future, and each of these simulations repeated a

large number of times. Output consists of the

annual outcomes for the true fish stock and these

outcomes are compared with those desired by

management.

Using this approach, the performance of a vari-

ety of alternative management strategies (control

rules) under different operating models can be

compared. A number of such studies have now

been carried out (e.g. Butterworth et al., 1997; Punt

et al., 2002; and in an ecosystem management

context by Sainsbury et al., 2000). One recent study

evaluated the likely success of recovery plans for a

variety of North Sea roundfish stocks (Kell et al.,

2005). North Sea cod simulations provided an

extreme example. Under the then-proposed

recovery plan these simulations revealed that in

many cases the stock eventually collapsed after an

initial brief recovery. This prediction was not

substantially changed even under the assumption

of a perfect assessment. In this case, the principal

cause was the (unavoidable) long time delay

between initial collection of data, its incorporation

into assessments, translation into regulations, and

subsequent detection of the actual impact on the

population. The total time lag can be 5 years.

The understanding generated by the various

developments of the Beverton and Holt formulism

is substantial. In particular, the explicit considera-

tion of uncertainty and the unavoidable time

delays in the assessment process allow for the

Observed data Assessment Management  
advice

Management  
regulations

FisheryFishery  
sampling

Biological  
sampling

Catch

Growth Natural  
mortality

Recruitment

Operating model

Figure 11.2 Annual flowchart for management-strategy evaluation. The thick black line represents the surface of the sea. Processes occurring
underwater represent the true dynamics of the fish stock and are unknown to the stock assessors and managers above water. See text for details.
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possibility of robust management strategies which

incorporate these constraints. Nevertheless, the

successful use of such procedures depends on the

ecosystem and the economic system within which

the fishery operates. These are addressed in the

remaining sections of this chapter.

11.4 Multispecies fisheries and
ecosystem considerations

Clearly the single-species paradigm of stock

assessment addressed above is vulnerable to

assumptions about the ecosystem and the envir-

onment. In principle, the effects of ecosystem

changes and climatic change can be incorporated

into the single-species formalism by allowing the

demographic parameters of the basic model to

vary with changes in the climate and the ecosys-

tem. Such an approach can be implemented

directly for environmental change if the necessary

data on demographic and environmental variables

are available. Manifestly this is rarely the case, but

there have been successful attempts to use this

approach (e.g. Agnew et al., 2004).

However, the problem of incorporating ecosys-

tem changes is both more difficult and more sub-

tle. Clearly individual targeted species inhabit an

ecosystem with other targeted and untargeted

species. The interaction of fishing on this complex

will directly affect the abundance of the targeted

species and indirectly affect both targeted and

untargeted species by the mechanisms of compe-

tition and predation.

There have been a number of approaches to

addressing this issue. The earliest and simplest

have used models of a Lotka–Voltera type, similar

to the single-species biomass models discussed

above. These models have given useful insights

into the constraints of joint harvesting of predator

and prey (Beddington and May, 1980) or the effect

on competition of targeted harvesting (Clark,

1985). Such models have been used in developing

a framework for multispecies management in the

Antarctic under the Convention for the Conserva-

tion of Antarctic Marine Living Resources (May et

al., 1979). However, they do not allow the level of

prediction to be made that provides recommen-

dations on catch limits of individual species.

Another approach is that of Kerr and Dickie

(2001), whose size spectrum models ignore species

and treat individuals on the basis of size and

trophic levels. These models provide interesting

insights into the properties of the system, but again

do not permit quantitative prediction of a type that

is relevant to fisheries management. Similar con-

straints occur in the studies of very large food-web

models explored by Yodzis (1998), who looked at

the implications of different ecosystem structures

in predicting the effects of fishing.

A much less general approach has been the

development, primarily within the framework of

the International Council for the Exploration of the

Sea (ICES), of multispecies virtual population

analysis (MSVPA; Pope, 1991; Hollowed et al.,

2000; Vinther, 2001). These models are aimed at

teasing out the magnitude of predation mortality

by using data on diet linked in with more con-

ventional techniques of virtual population analy-

sis. These approaches have been relatively

successful in estimating predator-induced mortal-

ity at different ages, which have then been incor-

porated into single-species assessments carried out

by ICES.

In a similar way, Collie and Gislason (2001) have

developed biological reference points for species

conditional on predator abundance. These

approaches have the merit of leading directly to a

prediction on the effects of different catch limits,

yet they do use some of the more subtle ecosystem

effects such as those reviewed by Mangel and

Levin (2005). The main limitation of the MSVPA

approaches and similar techniques, such as those

of Stefansson and Palsson (1998), are that they

cannot predict ecosystem shifts; for example, the

replacement of an apex predator or the inhibition

of recovery of a fish stock from depletion by the

expansion of competitive species.

An attempt to address these limitations is the

multispecies modelling approach of ECOPATH

and ECOSIM (Walters et al., 1997; Christensen

and Walters, 2000; Pauly et al., 2000). This

approach essentially models the interactions of

prey and predators within an ecosystem by a set

of differential equations similar to the Lotka–

Volterra forms, but with a modification that

only a proportion of the prey are vulnerable to
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predation. These take the form (Walters and

Kitchell, 2001):

dðNi � VijÞ
dt

¼ �vijðNi � VijÞ þ v0ijVij ð11:12Þ

dVij

dt
¼ þvijðNi � VijÞ þ v0ijVij � aijVijNj ð11:13Þ

Here, for prey i and predator j, Vij is the com-

ponent of the prey abundance vulnerable to pre-

dator j, and (Ni�Vij) is the corresponding

non-vulnerable prey abundance, aij is the per-

capita consumption rate of prey i by predator j,

and Nj represents the number of predator group j.

v and v 0 are prey vulnerability parameters.

There are many versions and ongoing develop-

ments of these models; Plaganyi and Butterworth

(2004) provide a detailed critical review. The

advantages of these modelling approaches are that

they provide a framework for exploring particular

ecosystems at a level of complexity that permits

the discovery of established phenomena such as

depensation as well as detailed assessment of

unsuspected changes produced by fishing. The

main disadvantage lies in the high level of para-

meter uncertainty which renders the approach

problematic in providing detailed predictions. The

potential for a significant improvement over sin-

gle-species approaches almost certainly lies in a

complementary approach, a conclusion reached by

Plaganyi and Butterworth (2004).

One of the important implications of considering

an ecosystem approach to fishery management is

that the role of marine reserves has been revisited

in some detail. Protected areas have been a com-

monplace of fisheries management for many years,

but recently there has been a development to

provide large marine protected areas as a precau-

tionary tool for providing protection to marine

ecosystems. Hilborn et al. (2004) consider the cir-

cumstances in which marine reserves can help

fishery management and conclude that their use

should be evaluated on a case-by-case basis. A

somewhat more optimistic view of their applic-

ability is given by Roberts et al. (2005). There are

calls from a number of bodies for a protection of

some 20–30% of ocean area (Roberts and Hawkins,

2003). Whether this is sensible, as Hilborn et al.

(2004) question, or feasible from a practical view-

point is problematic given the difficulties of

policing the more limited management measures

discussed below.

Perhaps the most comprehensive large-scale

study of fishing effects on a marine ecosystem has

been carried out by Sainsbury (1988), who con-

ducted a long-term experiment on Australia’s

North West Shelf ecosystem. Using an adaptive

management approach and Bayesian techniques,

the most appropriate of four candidate ecosystem

models for explaining substantial changes in spe-

cies composition and community structure was

found to be one that incorporated impacts of

fishing on the seabed habitats. Following this

study, restrictive zoning of seabed trawling in the

North West Shelf was implemented and a valuable

trap fishery established in its place.

11.5 Economic considerations

The application of stock assessment, whether in a

single- or multispecies context, is geared to pro-

viding advice on the catch levels that are sustain-

able. As discussed above, it is possible to explore

the whole management structure and so arrive at

assessments which allow for the uncertainties and

time delays in the process. In this section we

explore some of the practical details of this process

and how economic considerations can undermine

the management activities.

Fisheries management operates by the process of

regulation and enforcement. Regulation of fish-

eries can include specifying catch levels, minimum

size limits, closed areas to protect breeding

stocks or other ecosystem considerations, restric-

tions on access to the fishery, and levels of allow-

able effort.

Enforcement, whether in port or by at-sea

inspection, or by means of sophisticated satellite-

based vessel-monitoring systems, is aimed at

ensuring that regulations are obeyed. The problem

lies in the economic motivation of the fishermen.

Whereas individuals will have differing attitudes,

regulations will tend to be broken when the profit

to be made from breaking them is significantly

greater than the product of the probability of being

caught times the penalty.
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For many fisheries, the probability of capture is

low, sometimes extremely low, and courts often

tend to limit fines to some small multiple of the

benefit. This results in widespread abuse of catch

limits and a substantial trade in illegal landings.

Similar considerations explain the widespread

operation of illegal, unregulated, and unreported

fishing.

A parallel problem to the issue of regulation is

overcapitalization, which is also driven by the

economic motivation of fishermen. The analysis of

open-access resources is well known. Clark (1985)

describes how the pursuit of profit attracts entrants

to the fishery and this leads inexorably to the

dissipation of profit, so that fishermen operate at a

level where the resource is overexploited and

vessels cover only their marginal costs. This is not

an abstract idea; between 1970 and 1990 world

fishing capacity grew eight times faster than fish

landings and various estimates of overcapacity

indicate a loss of around US$50 billion per annum

(Garcia and Newton, 1997; Garcia and Grainger,

2005). What is less well known is that even in

fisheries where entry is regulated, vessel owners

will, if in the short-term additional profit is real-

izable, increase their capital spend on improved

vessel efficiency so that overcapacity is still

generated.

The existence of overcapacity means that the

fishing community will be very resistant to the

management process and will have few concerns

for the long-term sustainability of the fishery

compared to their immediate economic priorities.

This pressure from the industry has all too often

been reflected in a lack of political will to take

difficult management decisions.

Attempts have been made to reduce over-

capacity by buyback programmes. These have

largely been both expensive and unsuccessful as

vessel owners have adjusted their strategies of

investment to benefit from the programmes while

conserving or increasing their fishing power (Clark

et al., 2005).

The key problem is that the motivation of fish-

ermen is for short-term competitive activity to

increase their share of the catch or, in a regulated

fishery, their share of the total allowable catch.

The accepted way of dealing with this problem is

to transfer the property rights from themanagement

authority (the state) to individual vessel owners. In a

sense these individual fishing quotas (IFQs) give

fishers a more direct ‘ownership of the future’ and

have value only as long as the resource is exploited

sustainably, which means that the owners of IFQs

will have no incentive to overexploit nor sig-

nificantly increase their investment beyond a level

where their quota can be caught efficiently. There

are real issues of compliance here as motivations to

cheat remain, but evidence exists that a degree of

self-policing by the industry tends to follow such

allocation. A number of successful implementations

of such schemes have now been achieved in Iceland,

New Zealand, Australia, and Chile.

This is not the case in the rest of the world. At

present, the vast majority of fisheries are either

open access or have partially restricted access. Few

are regulated and enforced efficiently. To achieve

an improvement in the poor state of world fish-

eries requires not only better science, but better

economic management.

11.6 Concluding remarks

In this chapter, we have attempted to review the

current thinking in fisheries ecology and manage-

ment. The single-species paradigm is well devel-

oped and forms the basis of the vast majority of

practical assessments of the status of commercially

exploited stocks. The need for a more ecosystem-

based approach is well recognized, but its practical

application is currently difficult given the serious

problems of parameter proliferation and estima-

tion. The future is likely to be increasingly domi-

nated by considerations from community ecology,

but these are most likely to be implemented in

adjustments to the single-species paradigm. By

contrast, a full appreciation of the economic

motivation of the stakeholders in fisheries is going

to be needed if the understanding of fisheries and

their management is to be improved.
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CHAPTER 12

A Doubly Green Revolution: ecology
and food production

Gordon Conway

12.1 Introduction

Ecology has informed and underpinned agri-

cultural production since the first faltering steps in

domestication and cultivation. When someone

(probably a woman) living in the Fertile Crescent

carried seeds of wild wheats and barleys from the

great natural cereal stands of the region and sowed

them near her house she initiated the process of

domestication. She also began the process of crop

cultivation, creating what were to become ecolo-

gically complex, home gardens. Similarly swidden

agriculture was based on imitations of ecological

processes that would create a sustainable form of

agriculture. The first articulation of this concept

was not for many thousands of years later. The

great Roman writer and agriculturalist of the first

century bc, Marcus Terentius Varro, wrote as fol-

lows (Hooper and Ash, 1935):

Agri cultura est ‘Non modo est ars, sed etiam necessaria ac

magna; eaque est scientia, quae sint in quoque agro serenda ac

facienda, quo terra maximos perpetuo reddat fructus’

Agriculture is ‘not only an art but an important

and noble art. It is, as well, a science, which tea-

ches us what crops are to be planted in each kind

of soil, and what operations are to be carried on, in

order that the land may regularly produce the

largest crops.’ (Varro, Rerum Rusticarum I, III)

Not only does Varro place crops in their environ-

ment but the phrase quo terra maximos perpetuo

reddat fructus (which can be translated as ‘that the

land yields the highest in perpetuity’) struck me,

when I first came upon it in one of the little red

Loeb Classical Library translations, as an extra-

ordinarily clear, elegant, and concise definition of

sustainability. In this chapter I want to illustrate

how ecological concepts illuminate the building

blocks of agriculture—gardens, swiddens, pas-

tures, orchards, and fields—and provide a basis for

the continuing challenge of feeding everyone in an

increasing population.

12.2 Agroecosystems

The transformation of an ecosystem into an

agroecosystem involves a number of significant

changes. The system itself becomes more clearly

defined, at least in terms of its biological and

physico-chemical boundaries. These become shar-

per and less permeable, the linkages with other

systems being limited and channeled. The system

is also simplified by the elimination of much of the

natural fauna and flora and by the loss of many

natural physico-chemical processes. However, at

the same time, the system is made more complex

through the introduction of human management

and activity.

An example of an agroecosystem that illustrates

these points is the ricefield (Figure 12.1). The

water-retaining dyke, or bund, forms a strong,

easily recognizable boundary, while the irrigation

inlets and outlets represent some of the limited

outside linkages. The great diversity of wildlife in

the original natural ecosystem is reduced to a

restricted assemblage of crops, pests, and weeds.

The basic ecological processes, such as competition

between the rice and the weeds, herbivory of the

rice by the pests and predation of the pests by their

natural enemies remain, but are now overlain by

the agricultural processes of cultivation, subsidy,

control, and harvesting.

158



It is this new complex agro-socio-economic-

ecological system that I call an agroecosystem.

Essentially the same systems diagram as shown in

Figure 12.1 can be drawn for farms, villages, or

watersheds, but the increasing complexity of the

interactions makes a simple representation diffi-

cult, if not impossible. However, this complexity,

at least in terms of its dynamic consequences, can

be captured by four system properties which

together describe the essential behaviour of

agroecosystems (Conway, 1985, 1987). These are

productivity, stability, resilience, and equitability.

They are relatively easy to define (Figure 12.2),

although not equally easy to measure. They are

each described below.

� Productivity is the net increment in valued

product per unit of resource (land, labour, energy,

or capital). It is commonly measured as annual

yield or net income per hectare or man-hour or

unit of energy or investment.

� Stability is the degree to which productivity

remains constant in spite of normal, small-scale

fluctuations in environment variables, such as

climate, or in the economic conditions of themarket;

it is most conveniently measured by the reciprocal

of the coefficient of variation in productivity.

� Resilience1 can be defined as the ability of a system

to maintain its productivity when subject to stress

or shock. A stress is here defined as a regular,

sometimes continuous, relatively small and pre-

dictable disturbance, for example the effect of

growing soil salinity or indebtedness. A shock, by

contrast, is an irregular, infrequent, relatively large,

and unpredictable disturbance, such as is caused by

a rare drought or flood or a new pest. Lack of

resilience may be indicated by declining productiv-

ity but equally, as experience suggests, collapse

may come suddenly and without warning.

� Equitability is a measure of how evenly the

productivity of the agroecosystem is distributed

among its human beneficiaries. The more equitable
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Figure 12.1 The ricefield as an agroecosystem. From Conway (1985).

1 In the original paper Conway (1985) and subsequently I

referred to this property as sustainability but in practice sus-

tainability has come to mean a much more embracing concept.

Resilience, similar in definition to the concept of C.S. Holling, is

more appropriate (Holling, 1973).
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the system the more evenly are the agricultural

products—the food, income, or resources—shared

among the population of the farm, village, region,

or nation. It can be represented by a statistical

distribution or by a measure such as the Gini

coefficient.

These four properties are essentially descriptive in

nature, summarizing the status of the agroecosys-

tem. But they can also be used in a normative

fashion, as indicators of performance, and in this

way can be employed both to trace the historical

evolution of an agroecosystem and to evaluate its

potential, given different forms of land use or the

introduction of new technologies.

Experience shows that in agricultural develop-

ment there is almost inevitably some degree of

trade-off between the different system properties.

New forms of land use or new technologies may

have the immediate effect of increasing pro-

ductivity, but this is often at the expense of

lowered values of one or more of the other prop-

erties. Agricultural development typically involves

a progression of changes in the relative values of

these properties, successive phases of development

producing different priorities. Thus the Roman

agriculture described by Varro, which was based

on the Roman villa, was not very productive

(cereal yields were about 1 t/ha), but it was rela-

tively stable and resilient. After all, it lasted

several hundred years and spread throughoutmuch

of Europe and the Mediterranean. However, being

largely based on slave labour, it was not what

we would call equitable. Subsequent agricultural
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Figure 12.2 The properties of agroecosystems.
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revolutions have greatly increased the productiv-

ity—by 5-fold in terms of average cereal yields—but

often with a loss of stability and resilience.

12.3 Home gardens

As an illustration it is useful to contrast two of the

building blocks of agriculture—the home garden

and the cereal field. Home gardens are one of the

oldest forms of farming system and may have been

the first agricultural system to emerge in hunting-

and-gathering societies (Hoogerbrugge and Fresco,

1993). Today, home or kitchen gardens are parti-

cularly well developed on the island of Java in

Indonesia, where they are called pekarangan

(Soemarwoto and Conway, 1991). Their immedi-

ately noticeable characteristic is their great diver-

sity relative to their size: they usually take up little

more than half a hectare around the farmer’s

house. Yet, in one Javanese home garden 56 dif-

ferent species of useful plants were found, some

for food, others as condiments and spices, some for

medicine, and others as feed for the livestock: a

cow and a goat, some chickens or ducks, and fish

in the garden pond. Much is for household con-

sumption, but some is bartered with neighbours

and some is sold. The plants are grown in intricate

relationships with one another: close to the ground

are vegetables, sweet potatoes, taro, and spices; in

the next layer are bananas, papayas, and other

fruits; a couple of metres above are soursop,

guava, and cloves, while emerging through the

canopy are coconuts and timber trees, such as

Albizzia. So dense is the planting that to a casual

observer the garden seems like a miniature forest.

The diversity is in contrast to the adjacent, much

simplified ricefield systems where the only crop is

rice, perhaps with some edible weeds and fish.

Closer analysis shows the high diversity in the

home garden is matched by high levels of pro-

ductivity, stability, resilience, and equitability. A

comparable ricefield has higher gross income and

higher production of staple foods, but its other

indicators are considerably lower (Table 12.1).

12.4 Swidden

A common method of cultivation in the develop-

ing countries, particularly in the tropical uplands,

is swidden cultivation (otherwise known as shift-

ing cultivation or slash and burn). Forest is cleared

and burned and a crop grown for several succes-

sive years until yields fall too far. The land is then

allowed to revert to forest and the farmer opens up

(shifts to) another piece of land. Once the natural

fertility has recovered, the regrowth is cut and the

cycle repeats itself. Resilience here is crucially

dependent on the respective lengths of the crop-

ping and the fallow periods. In the example in

Figure 12.3, when up to eight crops are grown in

the cropping phase, the system goes back to

mature forest but beyond eight crops it degrades

to an unproductive grassland. This is an example

of the threshold and breakpoint, or tipping point,

phenomenon discussed in Chapter 3 in this

volume.

Grazing systems can behave in a similar fashion

(Noy-Meir, 1975). Increasing the number of live-

stock on a range raises productivity but also

stresses the vegetation. At a certain intensity of

stress, which is often very close to the maximum

livestock carrying capacity, the vegetation col-

lapses and the grazing system moves to a new

level of productivity, much lower than before.

Table 12.1 System properties of the home garden when compared with a rice field (Soemarwoto and Conway, 1991).

Home garden Rice field

Productivity Higher standing biomass; higher net income (lower

inputs); greater variety of production

Higher staple production; higher gross income

Stability Year round production; higher year-to-year stability Seasonal production; vulnerable to climatic and disease

variation

Resilience Maintenance of soil fertility; protection from soil erosion Heavy pest and disease attack

Equitability Home gardens ubiquitous; barter of products Product to landowners
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12.5 The Green Revolution

The trade-offs I have described in the previous

sections are even more stark in the case of the

Green Revolution that occurred in the 1960s

and 1970s.

The Green Revolution was one of the great

technological success stories of the second half of

twentieth century. The introduction of new, short-

statured varieties of wheat and rice along with

irrigation and packages of fertilizer and pesticides

dramatically increased yields. Overall food pro-

duction in the developing countries kept pace with

population growth, both more than doubling.

However, these vast expanses of monocropped

cereals required tight control to maintain their

stability and they were prone to pest and disease

epidemics. The new rices, in particular, were

attacked by devastating outbreaks of bacterial

blight and brown planthopper.

There is now also evidence of increasing pro-

duction problems in those places where yield

growth has been most marked. For example, in the

Punjab, although wheat yields are still growing,

this achievement is now being seriously threatened

(Randhawa, no date). Of greatest concern is the

growing scarcity of water. In some of the most

intensively cultivated districts the ground water

table has dropped to a depth of 9–15m and is

falling at about 0.5m a year. This and other, albeit

largely anecdotal, evidence from Luzon, Java, and

Sonora suggests there are serious and growing

threats to the sustainability of the yields and pro-

duction of the Green Revolution lands (Pingali and

Rosegrant, 1998).

There is also widespread evidence of declines in

the rates of yield growth (Figure 12.4; Mann, 1999).

A combination of causes is responsible (Cassman,

1999; Pingali and Heisey, 1999). In parts of Asia

declining prices for cereals are causing farmers to
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invest more in higher-value cash crops. But more

importantly there has been little or no increase in

yield ceilings of rice and maize in recent years. A

third factor is the cumulative effect of environ-

mental degradation, partly caused by agriculture

itself (Conway and Pretty, 1991). Virtually all long-

term cereal experiments in the developing coun-

tries exhibit marked downward trends in yields.

The initial higher production helped reduce

food prices in real terms by over 70% and this

benefited the poor, who spend the highest pro-

portion of their income on food. Yet today there

are still some 800 million people who live a life of

permanent or intermittent hunger and chronic

undernourishment (United Nations Food and

Agriculture Organization, 2001). A high percen-

tage of the hungry are women and children; more

than 150 million children under 5 years of age are

severely underweight. Hunger and health intersect

here—children who are malnourished are more

vulnerable to infections and disease. In the devel-

oping countries, 11 million children under 5 years

die each year, and malnourishment contributes to

at least half of these deaths (UNICEF, 2001).

The Green Revolution helped Asia and many of

the Asian poor but it by-passed sub-Saharan

Africa. There the situation is especially dire. Food

production per capita in most African countries

has declined over the past decade, reflecting rapid

population growth (averaging 3% per year) and

low yields resulting from depletion rates for soil

nutrients that far exceed replenishment (average

losses in many countries exceed 60 kg NPK/ha per

year) and crop losses caused by pests, diseases,

and abiotic stresses, such as drought (Henno and

Baanante, 1999). Unlike in Asia, where average

crop yields have increased substantially, average

cereal yields in Africa have remained stagnant

at only about 1 t/ha for the last three decades

(Figure 12.5).

Some argue that hunger is simply a matter of

poverty. If the poor had higher incomes, they could

purchase the food they need, and it would be pro-

duced to satisfy their demand. There is truth in this.

But there are no signs of large-scale manufacturing

investments in Africa that would dramatically

increase incomes. The reality is that most African

families are farm families. It is only through greater

agricultural production (and the development of

renewable natural resources generally) that poor

Africans can produce enough food and other farm

products to stimulate rural economiesand soachieve

higher incomes. In theory the industrialized coun-

tries could feed the world. However, this would

require several hundred million tonnes of food aid,

many times what is supplied now. It would place

heavyburdens onboth thedonors and the recipients.

The environmental costs for the developed countries

would be high, and for the developing countries the

availability of free or subsidized aid in such large

quantities would depress local prices and add to

existing disincentives for local food production.

More importantly this scenario implies that a large

proportion of the population in the developing

world would fail to participate in global economic

growth.
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As numerous studies have shown, agricultural

development is a necessary precursor to larger

economic and social development (Delgado et al.,

1998; Department for International Development,

2005). The question is, what kind of agricultural

development? I argue that, like the Green Revo-

lution, it has to be based on science and technol-

ogy. Yet it has to be different in the technologies

that are used, because science has advanced and

because the circumstances in Africa demand a

different set of technologies.

12.6 A Doubly Green Revolution

I believe these arguments, when taken together,

point to the need for a second Green Revolution,

yet a revolution that does not simply reflect the

successes of the first. The technologies of the first

Green Revolution were developed on experimental

stations that were favoured with fertile soils, well-

controlled water sources, and other factors suitable

for high production. There was little perception of

the complexity and diversity of farmers’ physical

environments, let alone the diversity of the eco-

nomic and social environment. The new Green

Revolution must not only benefit the poor more

directly, but also must be applicable under highly

diverse conditions and be environmentally sus-

tainable. In effect, we require a Doubly Green

Revolution, a revolution that is even more pro-

ductive than the first Green Revolution and even

more green in terms of conserving natural

resources and the environment (Conway, 1997).

Over the next three decades it must aim to repeat

the successes of the Green Revolution, on a global

scale, in many diverse localities and be equitable,

sustainable and environmentally friendly. In effect

this can be translated as seeking to minimize the

trade-offs between the agroecosystem properties

(Figure 12.6).

The complexity of these challenges is daunting, in

many respects of a greater order of sophistication

than has gone before. Yet, I am an optimist: in part,

because of the potential of two key, recent develop-

ments in the biological sciences. The first is the

development of modern ecology with its sophisti-

cated understanding of population and ecosystem

processes. The second is the emergence ofmolecular

and cellular biology, which, with their associated

technologies, are having far reaching consequences

on our ability to manipulate living organisms.
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12.6.1 Ecology and agriculture

Ecologists have long been fascinated by what

makes ecological systems stable and resilient (May,

2001; Ives, 2005; Begon et al., 2006). In general there

is a supposition that the key factor is diversity—

measured in its simplest form as species richness.

Many theoretical and empirical studies have

attempted to illuminate the relationships between

diversity, on the one hand, and stability and resi-

lience, on the other. The results have often been

apparently contradictory, sometimes even rever-

sing the cause-and-effect relationships. For exam-

ple, diverse systems may be relatively fragile and

only in stable environments can they be main-

tained. In unpredictable environments the com-

munities may be more resilient yet simpler. What

is clear from these studies is that it is not the sheer

variety of the species present that affects stability

and resilience, but their nature, their function in

the systems and the relationships they have with

one another.

It is also clear that ‘natural communities repre-

sent not random assemblages of species but rather

collections of species that can coexist’ (Ives, 2005).

In many respects this is even more true of agroe-

cosystems. The diversity of crop and livestock

species and of their varieties and breeds are pre-

sent because human beings have recognized that

they can coexist. Humans have also recognized

that there are strong benefits in their coexistence.

People do not live only on the calories provided by

staple crops; they need sources of proteins,

vitamins, minerals, and other nutrients. A diverse

agroecosystem provides for a diverse and healthier

diet. Farmers also recognize that different species

can benefit each other. Trees and shrubs can pro-

vide shade for herbs, legumes can provide nitro-

gen, and livestock furnish manure. Mixtures of

crops can also deter pests, and when a disaster

strikes the farm—a drought or cyclonic storm—the

more diverse the farm the more likely that some-

thing will survive.

The home garden is a good example. Part of the

reason for the minimal trade-off in the home gar-

den is the deliberately inbuilt diversity that helps

stabilize production, buffers against stress and

shock and contributes to a more valued level of

production. But equally important is the intimate

nature of the home garden. The close attention that

is possible from family labour ensures a high

degree of stability and resilience and the link

between the garden and the traditional culture

leads to an equitable distribution of the diverse

products.

A Doubly Green Revolution seeks to exploit

these relationships, through a variety of ecologi-

cally based approaches to the central processes of

agriculture, for example in pest control and

nutrient management, as I will now discuss.

12.6.2 Integrated pest management

In essence, integrated pest management seeks to

bring about a sustainable and economically viable

form of pest control that relies as far as possible on

natural regulating factors and minimizes the use of

damaging pesticides. Integrated pest management

looks at each crop and pest situation as a whole

and then devises a programme that integrates the
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Figure 12.6 Trade-offs between livelihood properties. The small area overlapping high values (H) represents what we commonly refer to as
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various control methods in the light of all the

factors present. As practised today, it combines

modern technology, including the application of

synthetic, yet selective, pesticides and the breeding

into crops of pest resistance, with natural methods

of control, including agronomic practices and the

use of natural predators and parasites. The out-

come is sustainable, efficient pest control that is

often cheaper than the conventional use of pesti-

cides.

One of the earliest examples was described in

the first edition of this book (Conway, 1976).

Another highly successful example is integrated

pest management developed for the brown

planthopper and other rice pests in Indonesia

(Kenmore, 1991; Stone, 1992; Gallagher et al., 1994).

Under the programme, farmers are trained to

recognize and regularly monitor the pests and

their natural enemies, which include predators

such as wolf spiders. They then use simple, effec-

tive rules to determine the minimum necessary use

of pesticides. The outcome has been a reduction in

the average number of sprayings from over four to

less than one per season, while yields have grown

from 6 to nearly 7.5 t/ha. Rice production in

Indonesia increased 15% while pesticide use

declined 60%, saving US$120 million a year in

subsidies. The total economic benefit to 1990 was

estimated to be over $1 billion. The farmers’ health

improved and one—not insignificant—benefit has

been the return of fish to the ricefields.

Sometimes integrated pest management can be

achieved solely by the use of natural enemies. A

recent example is the biological control of the

mealybugs (Phenacoccus manihoti) that infest cas-

sava in Africa (Herren, 1996). The mealybugs came

from South America and an international research

centre known as the Centro Internacional de

Agricultura Tropical (CIAT) found a parasitic

wasp, Epidinocarsis lopezi, in the Paraguay River

basin that maintains the mealybugs there at very

low levels. The wasp was introduced into Africa

and is now spreading fast, effecting satisfactory

control.

Often, however, pesticide use is necessary and

the challenge is to minimize any adverse effects.

Another major pest of African crops is the parasitic

weed Striga hermonthica, which sucks nutrients

from the roots of maize, sorghum, and other crops.

The weed is readily controlled by an herbicide,

imazapyr, but this kills the crops. Recently, a

mutant gene in maize has been discovered that

confers resistance to the herbicide and this is being

bred into local maize varieties (African Agri-

cultural Technology Foundation, 2006). Their seed

is then dipped into the herbicide before being

planted. This kills the parasitic spores in the

ground allowing the maize to grow while mini-

mizing the environmental impact of the herbicide.

Early trials are showing increases in yield from 0.5

to over 3 t/ha.

12.6.3 Integrated nutrient management

The next challenge is to extend the principles of

integration established in integrated pest manage-

ment to other subsystems of agriculture: to nutri-

ent conservation, and to the management of soil,

water, and other natural resources, such as ran-

geland.

African soils are eroding and losing nutrients

fast. The losses of nitrogen per hectare often

exceed the amounts a prosperous western farmer

would put on his land each year. The losses far

exceed the replenishment African farmers can

afford. They pay some of the highest fertilizer

prices in the world—whether in US dollars or

grain equivalents (Mwangi, 1997). Prices in wes-

tern Kenya are $400/ton of urea, in contrast to

$90/ton in Europe (Sanchez, 2002). On average—

and many use none at all—African farmers use

fertilizer at only 10 kg/ha, whereas European

farmers use over 200 kg/ha. This means that

Africans must make as much use as possible of

organic sources of nutrients, and apply them in an

integrated fashion with inorganic fertilizers.

One route is through highly integrated crop/

livestock systems, where soil structure and nutri-

ents benefit both from livestock manure and the

nitrogen-fixing capacity of forage crops. Careful

ecological management of crop/livestock systems

can create virtuous circles: ‘Cowpea thus feeds

people and animals directly while also yielding

more milk and meat, better soils through nitrogen

fixation, high quality manure, which, used as fer-

tilizer, further improves soil fertility and increase
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yields’ (International Livestock Research Institute,

1999a). Forages identified by the International

Livestock Research Institute for intercropping have

led to wheat-yield increases of 30–100% and up to

300% increases in fodder protein while fixing 55–

155 kg N/ha (International Livestock Research

Institute, 1999b).

Often such forages are legumes, whose nitrogen-

fixing capacity is the key to improving soil fertility

(the Romans used lupins for this purpose). There

are numerous examples of mixed cropping sys-

tems, sometimes based on tree legumes, some-

times on legumes grown as cash crops. A recent,

highly productive system involves growing

groundnuts and maize, alternating two rows of

each. Yields of the maize can be over 5 t/ha

whereas ground nuts achieve 1 t/ha or more

(Langat et al., 2000). Sometimes, as in the case of

the legume Desmodium intercropped with maize,

there can be a double benefit since the Desmodium

helps to destroy Striga (Hassanali et al., 2006).

12.7 Ecology in the seed

The foregoing examples are often effective and

meet the requirements of a resilient agriculture,

but they often have the drawback of being highly

labour-intensive. It used to be thought that devel-

oping countries had plenty of labour and hence

this was not an insurmountable problem. But even

when labour is apparently available, demand is

often very seasonal and it is not available when

needed. Moreover, in Africa in particular, the

growing HIV/AIDS crisis is making rural labour

once again very scarce. The answer would appear

to be building characteristics that promote not only

productivity but also the other three character-

istics—stability, resilience, and equitability—into

the crop seed itself. Seeds can be made available to

farmers cheaply or at no cost, providing they are

produced by government or public–private part-

nerships. And in the case of self-pollinating crops

such as rice, farmers can keep the seeds after

harvest for the next season.

Our capacity to build ecology into the seed is

largely a consequence of modern biotechnology.

The Green Revolution depended on working to

blueprints of desirable new plant and animal types

through painstaking conventional plant breeding.

Biotechnology offers a faster route. It is probably

the only way to ensure that yield ceilings are

raised, excessive pesticide use is reduced, the

nutrient value of basic foods is increased, and

farmers on less-favored lands provided with vari-

eties better able to tolerate drought, salinity, and

lack of soil nutrients (Conway, 2005).

Modern agricultural biotechnology consists of

three practical processes:

� Tissue culture, which permits the growth of

whole plants from a single cell or clump of cells in

an artificial medium.

� Marker-aided selection, based on our ability to

detect the presence of particular DNA sequences at

specific locations in an organism and link these to

the presence of genes responsible for particular

traits.

� Genetic engineering, based on recombinant

DNA technology, which enables the direct transfer

of genes from one organism to another.

12.7.1 Tissue culture

Tissue culture has so far provided the greatest

benefits to poor farmers. Tens of thousands of

farmers in Africa are now growing food crops

produced using this form of biotechnology. Tissue

culture speeds up the dissemination of vegeta-

tively propagated crops like cassava, sweet potato,

and banana that traditionally have low multi-

plication ratios. With tissue-culture-based micro-

propagation, hundreds or even thousands of

seedling plants can be produced from a single,

superior mother plant. Done properly under sterile

conditions, tissue culture has the added advantage

of eliminating nearly all diseases from the regen-

erated plantlets. In East Africa, where banana is a

staple crop, micropropagation of improved and

disease-free banana seedlings through tissue cul-

ture is improving food production and generating

income for small-scale farmers (Wambugu and

Kiome, 2001).

To date, the most dramatic achievements have

been with rice. Using anther culture and another

tissue-culture technique, embryo rescue, scientists

have crossed the high-yielding Asian rice Oryza
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sativa with the African rice Oryza glaberrima. The

progeny of such crosses usually have low fertility,

but in the Ivory Coast, using anther-culture tech-

niques developed in China, African scientists at

the African Rice Centre (WARDA) have been able

to produce crosses that combine the high yields of

the Asian rice with the weed-competitiveness and

drought-tolerance of African rice (Jones, 1999). The

new varieties are producing yields of up to 3 t/ha

when only 1 t/ha was possible before. Unsurpris-

ingly they are spreading rapidly; from village to

village, not only through West Africa but also in

parts of East Africa.

12.7.2 Marker-aided selection

With marker-aided selection it is possible to iden-

tify segments of the plant genome that are closely

linked to the desired genes, so the presence of the

trait can be determined at the seedling or even the

seed stage. This makes it possible to achieve a new

variety in four to six generations instead of 10.

Maize streak virus, the most serious disease of

maize in Africa, affects 60% of the planted area

and causes an estimated 37% yield loss, roughly

production losses of 5.5 million t/year (Jeffers,

2001). Excellent genetic resistance to maize streak

virus has been known for over 20 years, but it has

not been widely deployed in local maize varieties

because few national breeding programmes can

afford to maintain the insect colonies and other

infrastructure necessary to measure for resistance

against insect-vectored viral diseases. Now, using

genetic markers on the molecular map of maize, it

is possible to identify the precise location of the

resistance gene and, using the DNA markers

flanking the gene, to backcross it into numerous

well-adapted local varieties without expensive

disease screening.

Marker-aided selection is particularly useful for

breeding drought-tolerance, which typically occurs

as the result of a number of different traits—

deeper roots, early flowering, osmotic changes—

working together. Breeding for it is a particularly

difficult and slow process using conventional

techniques, but markers are now permitting com-

binations of these traits to be accumulated in new

varieties.

12.7.3 Genetic engineering

Genetic engineering moves genes between organ-

isms, including those that do not cross in nature.

The resulting plants, called transgenic or geneti-

cally modified organisms (GMOs), have been the

focus of most of the controversy over biotechnol-

ogy so far. For some good reasons, including those

connected with early episodes of corporate haste

and arrogance, people in many countries are sus-

picious of genetically modified organisms and are

hostile to their use, especially in food.

Despite the opposition, since 1996 there has been

a steady increase in the worldwide area planted

with transgenic crops, with nearly 90 million ha

harvested in 21 countries in 2005 (Figure 12.7).

Over 8.5 million farmers grew transgenic crops in

2005, 90% of whom were small-scale farmers in

developing countries, with the vast majority in

China.

For poorer farmers the main benefits so far have

come from growing cotton that is resistant to

insects (Conway, 2005). The resistance is conferred

by introducing gene constructs derived from the

bacterium Bacillus thuringiensis. Last year in China

some 6.4 million farmers grew over 3.3 million ha

of B. thuringiensis-modified cotton. They have been

able to reduce the number of pesticide applications

substantially, obtaining higher yields and benefits

estimated at $330–400 more per hectare (Huang

et al., 2002). There have been comparable results in

South Africa and Mexico (Ismael et al., 2001).

Genetic engineering is also being used to

produce transgenic food plants with nutritional

traits important to developing countries. The best

example to date is the successful inclusion of

b-carotene, the precursor of vitamin A, into the

grain of rice to produce so-called golden rice.

b-carotene is present in the leaves of the rice plant,

but conventional plant breedingwasunable tomove

it into the grain. Scientists at the Swiss Institute of

Plant Sciences inZurich successfully transferred one

bacterial gene and two daffodil genes into the grain,

and the added transgenes resulted in the synthesis

of nutritionally significant levels of b-carotene in the

grain (Ye et al., 2000). Currently breeders in several

Asian countries are transferring the genes into

locally adapted rice varieties.
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The potentials for genetic engineering are almost

endless. But alongside the benefits are risks; some

real, some imagined. An impassioned debate in

Europe is raising genuine concerns about ethics,

environment, and the potential impact on human

health (Royal Society, 1998; Nuffield Council on

Bioethics, 2003). The developed countries are

clearly better equipped to assess such hazards.

They can call on a wide range of expertise and

most have now set up regulatory bodies and are

insisting on closely monitored trials to try and

identify the likely risks before genetically engi-

neered crops and livestock are released to the

environment. So far, few developing countries

have put such regulation in place. My personal

belief is that the hazards are often overstated, but if

the evident benefits are to be realized for the

developing countries it is the responsibility of all

involved to ensure that the hazard assessments are

as rigorous as they are in developed countries.

More important than the potential hazards, at

least to my mind, is the question of who benefits

from biotechnology. So far the focus of bio-

technology companies has been on developed

country markets where potential sales are large,

patents are well protected, and the risks are lower.

But agribusiness is now turning their attention to

the developing countries, and are embarking on an

aggressive policy of identifying and patenting

potentially useful genes. Part of the answer to this

challenge lies in public–private partnerships

whereby genomic information and technologies

are donated to public plant breeders and agree-

ments are struck that ensure new varieties of

benefit to poor farmers in the developing countries

are freely available.

12.8 Participation

The first Green Revolution essentially targeted

some of the best-favoured lands in the developing

countries. The land holdings were often reasonably

large, flat, and well watered. In these circum-

stances it was relatively easy for agricultural

extension workers to promote a simple, uniform

package of seeds, fertilizers, and pesticides. The

targets of the Doubly Green Revolution are very

different—millions of small farmers inhabiting an

extraordinary diversity of land, soil, and climatic

types. There are no simple messages. Indeed, every

farm requires its own special set of recommenda-

tions. In this context, the traditional top-down

approach will not work and the only way forward

is to involve farmers closely in the analysis, design,

and experimentation processes.

The first Green Revolution started with the bio-

logical challenge inherent in producing new, high-

yielding food crops and then looked to determine
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how the benefits could reach the poor. But this

new revolution has to reverse the chain of logic,

starting with the socio-economic demands of poor

households and then seeking to identify the

appropriate research priorities.

In Rwanda a 5-year experiment involved farm-

ers very early in the breeding process (Sperling

and Scheidegger, 1995). Beans (Phaseolus vulgaris)

are a key component of the Rwandan diet and

there is an extraordinary range of local varieties:

over 550 have been identified. Farmers (mostly

women) are adept at developing local mixtures

which breeders have difficulty in bettering. In the

experiment, farmers assessed 80 breeding lines

over 3 years, using their own criteria to reduce the

number of lines. The farmers tagged favoured

varieties on the station with coloured ribbons. A

set of 20–25 lines was then taken to field trails on

the farmers’ plots. They then chose the best per-

formers and were responsible for multiplying and

diffusing them to their neighbours.

Yet this will not be enough. Experiments in

many parts of the developing world are showing

very effective ways of involving farmers right at

the beginning, in the design of new varieties and in

the breeding process itself. Participation has long

been a slogan of development. For the first time we

now have effective techniques to make it a reality.

Under the heading of Participatory Learning and

Action (PLA) there is a formidable array of meth-

ods which permit farmers to analyse their own

situations and, most importantly, to engage in

productive dialogue with research scientists and

extension workers (Scoones and Thompson, 1994;

Chambers, 1997, 2005). PLA arose in the late

1980s out of earlier participatory approaches by

Figure 12.8 Farmers as Ecologists. Reproduced with permission from Professor Robert Chambers.
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combining semi-structured interviewing and dia-

gram-making drawn from the classical tools of

ecology; for example, maps, transects, and seasonal

calendars. It enables rural people to take the lead,

producing their own diagrams, undertaking their

own analyses and developing solutions to problems

and recommendations for change and innovation.

Maps are readily created by simply providing vil-

lagers with chalk and coloured powder and no fur-

ther instruction other then the request to produce a

map, of the village, watershed, or farm. People who

are illiterate and barely numerate can construct

seasonal calendars using pebbles or seeds (Figure

12.8). Pie diagrams—pieces of straw and coloured

powder lain out on an earthen floor—are used to

indicate relative sources of income. Such diagrams

not only reveal existing patterns but point to pro-

blems and opportunities and are seized on by rural

people to make their needs felt.

PLA has now spread to most countries of the

developing world, and been adopted by govern-

ment agencies, by research centres and university

workers as well as by non-governmental organi-

zations. In some ways it has been a revolution, a

set of methodologies, an attitude and a way of

working which has finally challenged the tradi-

tional top-down process that has characterized so

much development work. Participants from out-

side find themselves, usually unexpectedly, lis-

tening as much as talking, experiencing close to

first hand the conditions of life in poor households

and changing their perceptions about the kinds

of interventions and the research needs that

are required. In every exercise the traditional

position of rural people being passive recipients of

knowledge and instruction has been replaced by

the creation of productive dialogues.

Recently I visited a village in an upland water-

shed in Orissa, India. As part of a ‘drought-

proofing’ project the villagers proudly produced a

portfolio of maps and analyses of their local area,

including maps of the landforms, the holdings,

and the crops and analysis of the households,

including their income status. The last of the pre-

sentations was a list of project priorities that they

had formulated. The first six had been accom-

plished and they (expectantly) pointed out that

they would like help for the next on the list. In

some ways this is the ultimate example of

demand-led development.

12.9 Conclusion

I firmly believe we can provide food for all in the

twenty-first century. But there is no simple or

single answer. It is not just a matter of producing

more or enough food. If hunger is to be banished

the rural poor have either to feed themselves or to

earn the income to purchase the extra food they

require. This requires a new revolution in agri-

cultural and natural-resource production aimed at

their needs. And this cannot be achieved by ecol-

ogy or by biotechnology alone, or by a combina-

tion of these. It requires participatory approaches

as well, involving farmers as analysts, designers,

and experimenters. If we can bring all three

approaches together, then we can feed the world in

a way that is not only equitable but also stable and

resilient.
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CHAPTER 13

Conservation biology: unsolved
problems and their policy implications

Andy Dobson, Will R. Turner, and David S. Wilcove

13.1 Introduction

A plot of the number of parks and other terrestrial

protected areas established around the world over

the past 100 years exhibits near-exponential

growth (Figure 13.1), with marine parks following

a similar trend. This is a testament to the growing

recognition of the importance of sustaining natural

systems worldwide. Yet, at the same time an

expanding human population and the desire of all

people for a more prosperous life have resulted in

unprecedented rates of deforestation and habitat

conversion. Accompanying these changes has

been the spread of invasive, non-native species

(including new disease organisms) to virtually all

parts of the globe. With recent assessments placing

12% of the world’s birds, 23% of mammals, and

32% of amphibians in danger of extinction (Baillie

et al., 2004), conservationists feel a justifiable sense

of panic.

Any attempt to measure the full extent of the

current biodiversity crisis is made immensely

more difficult by our astounding lack of know-

ledge about the species that share this planet with

us. For example, we do not know within an order

of magnitude the number of species currently

present on Earth (May, 1988, 1992; Novotny et al.,

2002); estimates range from 3 to more than 30

million species, of which only 1.5–1.8 million have

been described to date. Not surprisingly, our

inventory of the more charismatic groups of

organisms, such as birds, mammals, and butter-

flies, is vastly more complete than our inventory of

insects, arachnids, fungi, and other less con-

spicuous but no less important groups.

If we ask the logical follow-up question—what

proportion of known (described) species is in

danger of extinction?—we run into a similar bar-

rier. While organizations like the World Con-

servation Union (IUCN) have prepared reasonably

complete assessments for a few groups, notably

the charismatic vertebrates, most species are too

poorly known to assess. Even within the USA only

about 15% of the species catalogued to date are

sufficiently known to be given any sort of con-

servation rank, such as endangered or not endan-

gered (Wilcove and Master, 2005); among

invertebrates that value drops to less than 5%.

Compounding this shortfall of data is an equally

serious shortfall of money. Most conservation

programs, especially those in developing coun-

tries, are woefully underfunded (Balmford et al.,

2003).

Under these circumstances, conservation must

be efficient and effective. In this chapter, we

explore several ways in which theoretical ecology

is contributing to the efficiency and effectiveness of

contemporary conservation efforts. We begin with

a discussion of the challenges associated with

determining what conservation measures (gen-

erally framed in terms of the amount and dis-

tribution of protected habitat) are necessary to

ensure the long-term survival of an endangered

species. We use as our example the case of the

grizzly bear (Ursus arctos) in Yellowstone National

Park, USA. Few endangered animals have attrac-

ted greater attention than this widely admired and

widely feared species. We then consider the chal-

lenges associated with creating a network of

reserves to protect multiple species of concern,
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examining in detail some of the recent advances in

the field of systematic reserve design. Having

considered various theoretical challenges asso-

ciated with protecting individual species or groups

of species, we turn to the task of measuring and

protecting the essential services provided by spe-

cies, a subject of growing importance to con-

servation worldwide.

13.2 Protecting individual populations
and species: the case of the grizzly bear

With varying degrees of enthusiasm and success,

people have been trying to save populations of

declining species for centuries. As far back as 1616, a

rapid decline in the number of cahows (Pterodroma

hasitata a type of seabird) prompted authorities in

Bermuda to enact a proclamation prohibiting ‘the

spoyle and havock of the Cahowes, and other birds,

which already wer almost all of them killed and

scared away very improvidently by fire, diggeing,

stoneing, and all kind of murtherings’ (Matthiessen,

1987). Nearly four centuries later, the cahow is still

with us, although it remains oneof theworld’s rarest

birds, with fewer than 100 pairs nesting on a total of

1 ha of rocky islets off the coast of Bermuda (www.

birdlife.org). The viability of this population is a

function of many interacting factors, including the

amount, distribution, and quality of habitat, and

community interactions between cahows and their

prey, predators, competitors, and disease agents.

These factors, in turn, are tied to a host of socio-

logical issues that determine what is, and isn’t,

possible in terms of conservation.

A combination of direct persecution and habitat

loss due to agriculture, logging, road building and

oil and mineral exploration eliminated grizzly

bears from most of their range in the western USA

south of Alaska. In 1975, the US Fish and Wildlife

Service declared the grizzly bear to be a threatened

species in the coterminous USA. One of its last

strongholds was in Yellowstone National Park and

the surrounding national forests, but even here the

population was small (~200 adults) and declining

(Craighead et al., 1995). Thirty years later, the

Yellowstone population now hovers around

600, and the US Fish and Wildlife Service has

announced its intention to remove the Yellowstone

grizzlies from the list of endangered and threa-

tened species. Are 600 grizzlies enough to ensure

the long-term persistence of the species in Yel-

lowstone? More generally, what constitutes a safe

or viable population size for a species like the

grizzly bear, and what factors other than the size

of the population must be evaluated in deciding

whether or not it has recovered? These are the
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sorts of questions that can be tackled via popula-

tion viability models.

13.2.1 Population viability analysis

Our ability to model the dynamics of single

populations and interacting sets of populations has

grown enormously over the past two decades,

providing conservation biologists with a set of

powerful, new tools for developing conservation

plans and designing nature reserves for endan-

gered species. Indeed, population viability analysis

has become an essential component of endangered

species conservation efforts in many countries

(Shaffer, 1990; Boyce, 1992; Burgman et al., 1993).

The most basic population-viability-analysis model

simply considers the birth and death rates of the

species deemed to be in danger of extinction. Thus,

we could write a simple expression for the popu-

lation Bt of Yellowstone’s grizzlies over time as

Btþ1 ¼ sBtð1þ bÞ ¼ lBt ð13:1Þ

Where s is the annual survival of the bears, b is

their annual fecundity, and l is the annual rate of

population increase. Determining the viability of

the population essentially comes down to deter-

mining whether l is greater than unity. Of course,

the situation is more subtle than this because sur-

vival may vary from year to year and will also be

different for older bears compared with cubs or

yearlings. Because any variance in the birth and

death rates will reduce the potential for long-term

persistence, many early population viability ana-

lyses focused on obtaining accurate estimates of

demographic rates and their underlying varia-

bility. However, these estimates of variability are

confounded by statistical sampling procedures

that, by definition, tend to give broad statistical

confidence limits when data are scarce. This is

often the case for rare and endangered species.

With grizzly bears, several years may elapse before

an individual enters sexual maturity, so a more

detailed model would need to include a lag of

several years in the birth term and perhaps also

include some stochastic variation in birth and

death rates.

More significantly, assuming that survival and

fecundity are independent of climate and food

resources ignores the bear’s dependence upon

other species in its ecosystem and its vulnerability

to variation in other environmental factors that

determine the bear’s survival and fecundity.

Alternatively, fecundity and survival may decline

as the bear population becomes inbred due to

genetic isolation, a real possibility in the case of the

Yellowstone grizzlies, which have been isolated

from any other grizzly populations for nearly 50

years. (Indeed, the federal government is con-

templating occasionally adding grizzlies from

outside Yellowstone to reduce the effects of genetic

isolation.) Population viability analyses include

these additional details in a variety of ways, with

the emphasis placed on each depending on the

interests of the person running the analyses and

the strident responses of people who review them.

13.2.2 Simple models and confusing data

One might assume that the best-quality data

available for a population viability analysis for

grizzly bears are the data collected from radio-

telemetry studies. This technique is widely used in

wildlife research; indeed, it was first used by Frank

and Lance Craighead to study grizzlies in Yel-

lowstone (Craighead et al., 1969, 1995). Radio-

telemetry allows bears to be monitored with little

human interference. It also makes it far easier for

scientists to relocate females in order to monitor

the number and survival of their cubs.

When these data were initially used to estimate

the intrinsic growth rate of the Yellowstone

grizzlies they presented a gloomy prognosis: the

annual growth rate of the bear population was

consistently less than unity, which suggested that

the population was in a state of terminal decline

following the closure of the garbage dumps where

they had grown accustomed to feeding (Cowan

et al., 1974; Knight and Eberhardt, 1985; Eberhardt

et al., 1986). However, aerial surveys of grizzlies

were also used to monitor the population, and they

showed a consistent upward trend in grizzly

numbers, particularly with respect to the key index

of number of independent females with cubs

(Figure 13.2a and b)–as well as an increase in litter

size. Why, then, was the state-of-the-art radio-

telemetry data giving a different answer than the
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more serendipitous survey data? Eventually

researchers realized that very few of the females

seen with cubs had radio collars; they lived in the

more remote parts of Yellowstone and had very

little contact with humans. In contrast, there was a

high proportion of ‘nuisance bears’ in the radio-

telemetry sample; these were bears that had

wandered into human areas and had become
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acclimatized to the presence of humans. They

suffer higher rates of mortality than the back-

woods bears, largely because of road collisions and

fatal interactions with hunters and property

owners (Mattson et al., 1996; Dobson et al., 1997c;

Pease and Mattson, 1999).

More recent work has shown that grizzly

bears are intricately enmeshed with the Greater

Yellowstone food-web. In spring a sub-population

of bears focuses on catching cutthroat trout (Oncor-

hynchus clarki). Their ability to gain body fat after

winter hibernation is highly dependent upon this

food resource. Recent declines in Yellowstone’s

trout population have significantly reduced the

fecundity of this section of the bear population

(Figure 13.2c). Another crucial food resource for

bears are the nuts of the white-bark pine (Pinus

albicaulis), which the bears steal from red squirrels

(Tamiasciurus hudsonicus) that cache them in con-

venient aggregations high on mountain slopes in the

fall. Studies reveal that an abundance of white-bark

pine nuts is crucial to grizzly over-winter survival

(Mattson et al., 1992; Pease and Mattson, 1999).

Unfortunately, Yellowstone’s white-bark pines are

host to a pine blister rust that attacks their cambium,

leading to reductions in cone production and

increasing their susceptibility to attack by pine bark

beetles (Kendall andRoberts, 2001).Climatewarming

has increased the speed at which the beetles repro-

duce, so the synergistic interaction between blister

rust and bark beetle has caused white bark pines to

decline throughout Yellowstone. Their demise could

reduceover-wintersurvivalofgrizzlybearsandbring

the bears back to the edge of extinction.

The crucial point is that understanding grizzly

bear population viability requires models that go

beyond estimating simple birth and death rates and

that examine the bears’ interactions with other

species in the ecosystem. These models will by

necessity be simplifications, but they will provide

important conservation insights. If we based deci-

sions regarding the health of the bear population on

data obtained purely from demographic studies

(even seemingly robust studies involving radio-

telemetry), we would miss details that are crucial to

successfully managing the bears over the long term.

Despite the insights that models can provide

in cases like the grizzly bear, their use can be

controversial. A bill to reform the Endangered

Species Act that passed the US House of Repre-

sentatives in September 2005 drew a distinction

between empirical data and models, with the

implication that the latter are somehow distinct

from and inferior to the former. We presume this

notion that data and models exist in separate

realms stems from either ignorance about ecolo-

gical models or a fear that the output of such

models will be politically unpopular—or both. Yet

without the use of models, it is all but impossible

to make well-informed decisions about most

aspects of endangered-species management.

13.3 Building a reserve network

Faced with limited resources, numerous species in

need of assistance, and ongoing habitat loss, several

methodologies have been developed to help deter-

mine global conservation priorities. Given that not

all conservation organizations have precisely the

samemission and objectives, it comes as no surprise

that strategies for global prioritization differ (Red-

ford et al., 2003). Conservation International, for

example, focuses on both hotspots; regions that

harbor large numbers of endemic species and have

undergone substantial habitat loss, and additional,

species-rich wilderness areas such as the Amazon

(Myers et al., 2000; Mittermeier et al., 2003). The

World Wildlife Fund targets 238 terrestrial ecor-

egions, identified via a set of metrics related to

species richness, endemism, presence of rare eco-

logical or evolutionary phenomena, and threats

(Olson and Dinerstein, 1998). The recently created

Alliance for Zero Extinction targets the rarest of the

rare: its goal is to protect approximately 600 sites,

each of which represents the last refuge of one or

more of the world’s mammals, birds, reptiles,

amphibians, or conifers (Ricketts et al., 2005).

All of these strategies strive for efficiency, aim-

ing to protect the largest number of conservation

targets in the fewest sites or at the lowest cost

(Possingham and Wilson, 2005). In the context of

species conservation, that efficiency is largely a

function of the degree to which species’ distribu-

tions overlap: the greater the number of targeted

species that co-occur, the smaller the amount of

land that must be secured on their behalf. This
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rather obvious point has a number of important

ramifications for conservation planning, stemming

from the fact that species’ distributions can be

measured at various spatial scales, from a coarse-

grained measurement of how species’ ranges are

distributed across space (extent of occurrence,

sensu Gaston, 1991) to finer-grained measurement

of how the populations of species are distributed

within their respective ranges (area of occupancy,

sensu Gaston, 1991). The degree of overlap (or lack

thereof) at each scale fundamentally influences the

efficiency of conservation.

At the broadest scale, that of whole ranges, there is

often considerable overlap between species; this is

demonstrated by the existence of centers of ende-

mism for particular groups of organisms. The degree

to which these centers of endemism overlap between

groups is an issue of considerable importance to

conservation practitioners; unfortunately it appears

to vary geographically. Myers et al. (2000), for exam-

ple, reported a high degree of congruence between

endemic plants and endemic terrestrial vertebrates

within hotspots such as Madagascar (594 000km2)

and the tropical Andes (1 258 000km2). On the other

hand, the Cape Floristic Province (74 000km2)

and the Mediterranean Basin (2 382 000km2) each

contained large numbers of endemic plants but

relatively few endemic vertebrates.

Prioritization at the global scale can help effi-

ciently allocate conservation resources by adding

coherence to conservation efforts. Yet most con-

servation action necessarily takes place at a much

finer scale (Dinerstein and Wikramanayake, 1993).

Species, including threatened species, are con-

centrated in different areas within regions (Dobson

et al., 1997b). Many decisions about site protection

and management must be made in the context of

local conservation priorities for biodiversity targets

and funding (Jepson, 2001), and global political

agreement on any one comprehensive plan is

unlikely. Moreover, to date, data necessary for the

actual implementation of conservation at indivi-

dual sites has been unavailable over a global

extent. Thus, the development of global strategies

over the past two decades has been accompanied

by the parallel, but largely separate, development

of theory and tools for the selection of networks of

individual protected and managed areas.

13.3.1 Systematic reserve design

The problem of selecting sites within regions

addresses the central issue of efficiency in con-

servation planning: select the set of sites that pro-

tects the greatest number of conservation elements

(e.g. species, habitat types) for the lowest cost.

Early approaches tackled this problem with step-

wise algorithms (Kirkpatrick, 1983; Margules et al.,

1988). Later workers framed the question as an

optimization problem (Cocks and Baird, 1989;

Camm et al., 1996). In its simplest form, the pro-

blem is one of identifying the smallest number of

sites or ‘minimum set’ that includes all species on

at least one site. Minimize

cost ¼
X
i[I

xi ð13:2Þ

subject toX
i[I

pikxi � 1 Vk [K ð13:3Þ

where i and I are, respectively, the index and set of

sites, k and K are, respectively, the index and set of

species, xi is an indicator variable equal to 1 if and

only if site i is included in the reserve network,

and pik is an indicator variable equal to 1 if and

only if species k is present in site i. Eqn 13.2

minimizes the number of sites in the reserve net-

work, whereas eqn 13.3 ensures that the reserve

network includes each species in at least one site.

This formulation is a binary integer program

which can be solved with optimization software.

Not surprisingly, these optimal formulations

outperform a variety of heuristic methods (algo-

rithms whose solutions are not provably optimal)

in practice (Csuti et al., 1997; Rodrigues and

Gaston, 2002a), including, among others, various

stepwise approaches. But several assumptions of

these simple formulations—for example, that all

sites have equal cost or that any one site is suffi-

cient to protect a species—make them trivial for

most conservation purposes. Fortunately, optimi-

zation methods can produce more relevant solu-

tions by incorporating additional factors into the

above models. Additional complexities include

site-specific costs; weights so that some species are

more ‘valuable’ than others, minimization of
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boundaries so that contiguous sites are preferred,

and specifications of areas of suitable land

required for each species rather than their simple

presence or absence (Rodrigues et al., 2000; Fischer

and Church, 2005). These fuller descriptions of the

desired properties of a reserve network can be

much more difficult to optimize. Heuristic meth-

ods such as simulated annealing are potentially

applicable to larger data-sets and problems of

greater complexity than are optimal methods

(Pressey et al., 1996). However, identification of

optimal solutions using mathematical program-

ming remains the preferred method for problems

of manageable size (Csuti et al., 1997), since results

of optimization methods are either provably opti-

mal, or, if solutions are not found in a short-

enough time frame, the distance from optimality

can be quantified. (Although the notion of know-

ing how far one is from an unknown optimal

solution is somewhat counterintuitive, this can be

achieved by solving the problem to optimality

under relaxed constraints; the distance to the

relaxed optimum is then an upper bound on the

degree of actual suboptimality.) Moreover, optimal

techniques are increasingly applicable to a broader

number of complex problems (e.g., see Rodrigues

and Gaston, 2002a), and even when optimal solu-

tions are not feasible within time constraints, best

solutions found under truncated solution times

(e.g., 2min; Fischer and Church, 2005) have been

shown to outperform simulated annealing solu-

tions to the same site-selection problems.

13.3.2 Site-selection algorithms meet
real-world complexities

The potential advantage of optimal sets of sites is

straightforward: by definition, acquiring all sites in

such a set is the most efficient means to satisfy

conservation objectives subject to the constraints

and criteria used. Traditionally, theoretical work

on site selection assumes a static world: a reserve

network is identified, and then all sites in that

network are acquired for protection simulta-

neously. In practice, however, reserve networks

are often acquired over a period of several years

(Pressey and Taffs, 2001). During this time unan-

ticipated complications can wreak havoc with

what had once been an optimal solution. Simply

recomputing the optimal solution based on

updated data each year cannot overcome these

shortcomings (Turner and Wilcove, 2006).

If acquisition is not instantaneous and uncer-

tainty exists with respect to when sites become

available for acquisition, if unprotected sites

become unsuitable over time, or if budgets fall

short of those initially envisioned, even optimal

portfolios may perform poorly (Faith et al., 2003,

Drechsler, 2005). Simulation of site acquisition

under such uncertainty has revealed that optimal

solutions to the minimum-set problem may be

outperformed by several heuristic methods (Meir

et al., 2004). Among these is a ‘greedy’ algorithm

which simply purchases those sites adding the

most additional targets to the existing network at

any given time. The problem is that, when many

sites are available, the chances are good that most

of the sites in a single optimal set can be acquired.

But when site availability is limited, such an

approach is handicapped by its narrow focus on a

few key sites, many of which may never become

available. Thus the simpler greedy algorithm,

which considers sites outside of a fixed initial

portfolio, is able to fare better, even under uncer-

tainty. On the other hand, this potential benefit

brings with it opportunity cost: when site avail-

ability is high, considering more sites (i.e. lower-

quality sites) for acquisition may result in a reserve

network more costly than necessary to meet tar-

gets. Furthermore, conservation planners do not

always know in advance what site availability will

be, making it difficult to identify a decision rule for

reserve acquisition that will perform well in a

given situation.

Adaptive decision rules (Turner and Wilcove,

2006) offer one approach to address these uncer-

tainty issues. Adaptive decision rules combine the

relative strengths of the minimum-set approach

(optimum cost efficiency when sufficient sites are

available) and heuristic rules (ability to create

networks that meet more targets when site avail-

ability is lower). The best-of-both-worlds (BOB)

rule is an adaptive rule that proceeds as follows.

During each year, first compute the mean number

of sites that must be acquired per year to exhaust

the budget at the end of the multiyear acquisition
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period. Then acquire any available sites that

appear in the current optimal solution. If the

number thus acquired in a given year falls short of

the mean number needed per year, use the greedy

rule as a backup to make up the difference. This is

repeated for each successive year.

The key innovation of BOB as a decision rule for

acquisition is that it adapts to uncertainty or var-

iation in availability. In years in which the optimal

algorithm falls short due to low availability of sites

in the optimal portfolio, BOB attempts to correct

the shortfall immediately with a backup method

(the more aggressive, greedy method). Adaptive

rules such as BOB outperform non-adaptive

rules such as the minimum-set approach or exist-

ing heuristic methods on a variety of data-sets

and under a broad range of availability rates

(Figure 13.3), degradation rates, and overall

acquisition budgets (Turner and Wilcove, 2006).

Adaptive rules attempt to address real-world

challenges (i.e. the dynamic, uncertain nature of

reserve implementation) by linking the processes of

conservation planning and reserve acquisition

under a single model. They thus require tight coor-

dination and feedback between biological planners

(the prioritization phase) and acquisition personnel

(the acquisition phase). Biological data and up-to-

date information on the success or failure of site

acquisitions, at a minimum, must be fed back into a

single comprehensive model (BOB or something

similar) for these approaches to work. These meth-

ods are new, and it remains to be seen towhat extent

this institutional coupling of biological prioritiza-

tion and acquisition can work in practice.

An alternative approach is to recognize the more

disjunct institutional structure (less-tightly cou-

pled biological prioritization/acquisition teams or

phases) that exists in many situations and ask,
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Figure 13.3 In reserve acquisition, adaptive decision rules generally meet more targets more efficiently than existing methods under conditions
of uncertain or incomplete site availability. The annual probability of each site becoming available, A, strongly affects performance of decision
rules over the course of reserve acquisition. Results are shown for 36 species of the Lake Wales Ridge ecosystem in Florida, USA, with targets of
three sites/species and a budget of 15 sites. Upper and lower rows of graphs show the number of sites acquired and number of targets met,
respectively, with horizontal lines indicating the initial minimum set size and maximum possible targets met, respectively. Acquisition-decision
rules include an improved rule based on the optimal minimum-set (MS) algorithm, a greedy richness-based (GR) algorithm, and the best-of-both-
worlds (BOB) adaptive rule.
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what potential products from the prioritization

phase will be most useful to the acquisition phase

under the broadest range of realistic scenarios?

The principle of irreplacibility, which values sites

according to the likelihood that their protection

will be required for the reserve network to meet or

maximize conservation objectives, appears parti-

cularly well suited to this task. It may be used to

create products that are robust to unknown con-

ditions, yet may be tailored to those conditions

which are known (e.g. total budget; Turner et al.,

2006). However, one drawback with irreplacibility

scores is that they are at present a means to rank

sites but are not themselves a prescription for the

identification of a full reserve network. Indeed, for

this reason an irreplacibility-based acquisition rule

failed to protect as many biodiversity targets in

simulations as the adaptive rule BOB (Turner and

Wilcove, 2006).

13.4 Habitat destruction

The need to create networks of reserves stems

primarily from the rapid rate at which natural

habitats are being converted to other uses. These

habitats are most often converted from their pris-

tine or near-pristine state into agricultural land,

and then into either degraded land, if they fail to

sustain agriculture, or into housing developments,

golf courses, or cities (Turner et al., 1990; Tilman

et al., 2001b). In somecases, conversion to agriculture

(and pastureland) is at least partially reversible.

In the eastern USA, for example, forests were

converted to farmland in the eighteenth and nine-

teenth centuries. After many of these farms were

abandoned in the late nineteenth and early twen-

tieth centuries, forests regenerated over substantial

areas.

13.4.1 A model of land-use change

Models with similar structure to those developed

to examine the dynamics of infectious diseases and

forest fires can provide insights into the dynamics

of land-use change (Dobson et al., 1997a). In

essence these models consider pristine land to be

equivalent to a susceptible population of hosts,

which is then colonized (or infected) by humans

who use the land for agriculture. The land is then

either farmed in perpetuity or until the time when

it is no longer productive, when it is abandoned

and left to recover slowly through succession, until

it is once again susceptible to colonization for

agriculture. The relative duration of time it takes to

recover and the duration of time it lasts under

agriculture are equivalent to the durations of

infectivity and resistance in standard SIR (suscep-

tible, infectious, and resistant) infectious disease

models; here they determine the equilibrium

amount of land under agriculture, A, in recovery,

U, pristine (and recovered), F, and the size of the

human population supported by agriculture, P.

dF

dt
¼ sU � dPF ð13:4Þ

dA

dt
¼ dPFþ bU � aA ð13:5Þ

dU

dt
¼ aA� ðbþ sÞU ð13:6Þ

dP

dt
¼ rP

A� hP

A
ð13:7Þ

The model assumes that land is viable for agri-

culture for a period of time 1/a years. The land is

then abandoned and slowly returns to the original

habitat type by a successional process that takes 1/s

years. Abandoned land may also be returned to

agricultural use at a rate b. The model assumes a

human population birth rate r (around 4%) and that

each human requires h units of land to sustain them.

Each of these parameters can be quantified for dif-

ferent habitats and historical levels of food pro-

ductivity. The system settles asymptotically to the

following equilibrium conditions:

A� ¼ hP�; U� ¼ aA�

ðsþ bÞ ;

F� ¼ ah

d

s

sþ b

� �
;

P� ¼
F0 � ah

d

	 

s

sþb

� �� �
h a

sþb þ 1
� �

ð13:8Þ

where F0 is the original extent of the forest (or

savanna).
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We can also derive an approximate expression

for the initial rate of spread of agriculture,

equivalent to the R0 of epidemic models. For this

system R0¼ rdF0/a, suggesting that agricultural

development will expand at a rate determined by

human population growth, the efficiency of habitat

conversion, and the duration of time over which

the land supports agriculture.

This simple approach is insightful in that it

suggests counterintuitive results. For example, the

longer land is viable for agriculture, the less of it

will remain in a pristine state (Figure 13.4). This

occurs because large amounts of agricultural land

support an increasing human population that

constantly demands more land. When agricultural

land is productive for only a short period of time,

as is typical of slash and burn (swidden) systems,

humans are constantly forced to move on, result-

ing in a mosaic of patches in different stages of

succession. Echoes of this simple theoretical pre-

diction are seen in the patterns of land-use change

in Puerto Rico, the Philippines, and the USA

(Figure 13.4). In particular, as land use tends to

decline with altitude and the time to succession is

positively correlated with duration of time for

which land is used, then this can produce a

changing mosaic of land-use patterns across alti-

tudinal locations and soil types.

The efficiency with which land is used for agri-

cultural production has led to a heated debate in

conservation biology, where again theoretical

insights have proved important. There is instinc-

tive gut reaction among many environmentalists

that genetically modified food and big agriculture

are bad for biodiversity. Certainly, the massive

expansion of industrial agriculture in the twentieth

century has converted many natural habitats into

fields and orchards. (One of the first books to

consider conservation as a topic for valid scientific

study was Dudley Stamp’s New Naturalist volume,

which focused on how loss of hedgerows due to

agricultural expansion was having major impacts

on British farmland birds; Stamp, 1969). However,

the Millennium Ecosystem Assessment (MEA)

provides an important counter example. Land-use

changes in the Far East over the last 40 years have

been driven dramatically by the need to feed the

area’s rapidly growing human population. Indus-

trialization, in turn, has hugely increased the

region’s wealth and food purchasing power. In the

early 1960s about 35% of the available land was

already converted to agricultural production; if
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there had been no advances in agriculture, then all

of the remaining land and a significant portion of

Africa would be needed to feed the current

population of the Far East (Figure 13.5).

However, increases in agricultural efficiency,

particularly the development of high-yield vari-

eties of rice and grains (see Chapter 12 in this

volume; Conway, 1997), have allowed rates of land

conversion to proceed at a much lower rate. In the

terms of this model, high-yielding agriculture acts

to decrease h, the amount of land needed for each

human. Ironically this increased agricultural effi-

ciency comes with an increased dependence upon

water for irrigation, and this, in turn, may provide

a further motivation to conserve habitats such as

forests that store water and regulate its flow across

the landscape. In the following section, which

discusses models of ecosystem services, we

describe how this model can be adapted to include

a relationship representing support for the human

population, P, from the pristine land, F (eqn 13.9;

see below).

More general explorations of this effect have

been examined in a series of models developed by

Green et al. (2005; but see Vandermeer and Per-

fecto, 1995, 2005). These models suggest that the

best type of farming for the persistence of other

forms of biodiversity is dependent both upon the

demand for agricultural products and on how the

population densities of sensitive species change

with agricultural yield. If species are highly sen-

sitive to reductions in pristine habitat, then inten-

sive agriculture may be a better option, as it

minimizes the land used for any level of agri-

cultural productivity. In contrast, wildlife-friendly

agriculture may require a much larger area of land

under cultivation to achieve similar levels of food

productivity, and this could be much more detri-

mental to species that are unable to use land that

has been partially converted for agricultural use.

13.4.2 Habitat loss, species extinctions, and
extinction debts

Conservation biologists have long wrestled with

how to link loss of a habitat to loss of the species it

contained. Initial work in this direction focused on

using the species area curves of MacArthur and

Asia

1961 cropland (1961 yields)
2004 cropland (2004 yields)

Total land for cultivation
2004 cropland (1961 yields)

World

0 1 2 3

 Area (billion hectares)

4 5

Figure 13.5 Land use and agricultural intensification. The graph shows the areas of land needed to feed the population of Asia (upper bars) and
the world (lower bars) in 1961 and 2004. In each case the top bar gives the total land area available for cultivation (excluding mountains and
cities), the lowest bar gives the total area of land under cultivation in 1961, the bar above this gives the land under cultivation in 2004, and the
green bar gives the area of land needed to produce 2004 agricultural yield if agricultural efficiency had remained at 1961 levels (that is, with no
Green Revolution). After Wood et al. (2006).
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Wilson (1963, 1967) to extrapolate from loss of

habitat to loss of biodiversity (Diamond and May,

1981; Reid, 1992; Simberloff, 1992). This in turn led

to the SLOSS (single large or several small) debate

(Gilpin and Diamond, 1980; Higgs and Usher,

1980; Wilcove et al., 1986), which focused on

ascertaining whether two small reserves were

more effective than one large reserve in conserving

a maximum number of species.

Whereas some uses of the species-area extra-

polation have been successful in predicting the

expected number of extinctions for birds in the

eastern USA (Pimm and Askins, 1995) and in

southeast Asia (Brooks et al., 1997), the approach

has been less successful for other taxa (Simberloff,

1992). This may be because the basic species area

curve assumes that both species and habitat loss

occur at random, and when they are non-random

and correlated then species may be lost at a faster

rate than is predicted (Seabloom et al., 2002). There

may also be a considerable lag before habitat loss

leads to species loss from the landscape. Tilman

and colleagues (Tilman et al., 1994) have suggested

that because of this time lag the conversion of

forests, savannas, and other natural habitats into

agriculture creates an extinction debt. That is, in

the absence of intervention, extinctions will con-

tinue to occur after habitat destruction has ceased.

These extinctions are predicted to occur among the

species persisting in the remaining, isolated pat-

ches of natural habitat in a fashion largely deter-

mined by the dispersal and competitive strategies

of each species still present in the community (Nee

and May, 1992). Two different management

approaches can be adopted to reduce the rate of

extinction: where possible patches in the land-

scape may be reconnected by protecting land that

might serve as corridors for the dispersal of key

species that would otherwise go extinct. Alter-

natively, habitat loss may be reduced by explicitly

recognizing the dependence of the human

economy upon the services provided by natural

habitats.

13.5 Ecosystem services

A significant number of conservation studies over

the last 10 years have focused on the importance of

ecosystem services, defined as those goods and

services that are provided by nature but not

necessarily valued in the marketplace (Costanza

et al., 1997; Daily, 1997; Daily et al., 2000; Balmford

et al., 2002). Examples of such services include

pollination of crops, production of water, climate

amelioration, erosion control, and aesthetic enjoy-

ment. The rest of this chapter focuses on some of

those studies as we explore how ecosystem ser-

vices can be monitored, how consideration of

ecosystem services might be incorporated into

models for land-use change, and how simple

models can help us understand what patterns of

change in ecosystem services we might expect as

land use grows.

13.5.1 Monitoring economic goods and services
provided by natural ecosystems

Ecologists and economists have spent much of the

last decade wrestling with how to quantify the

goods and services provided by natural ecosys-

tems (Daily, 1997; Daily et al., 1997, 2000). At one

extreme this discussion has focused on attempting

to quantify the net annual economic benefit pro-

vided to the human economy by natural ecosys-

tems (Costanza et al., 1997). However, such studies

do not address a number of important practical

issues. For example, few ecologists (or ecologically

informed economists) would disagree with the

assertion that the world’s wetlands provide a large

number of vital ecosystem services. But for a par-

ticular marsh at a particular site, what are the

consequences to ecosystem services of filling 1, 5,

or 10 acres? What is the impact of losing a parti-

cular species in that marsh (e.g. an endangered

bird) or of a change in the composition of the

dominant vegetation (for example, replacement of

sedges by cattails)? Knowing the overall value

of wetlands does little to inform these sorts

of everyday decision. This has led to a heated

discussion among ecologists regarding the

dependence of ecosystem function upon species

diversity (Tilman et al., 1997; Chapin et al., 2000;

Kinzig et al., 2001; Loreau et al., 2001; Bond and

Chase, 2002).

The recently completed Millennium Eco-

system Assessment has adopted a classification of
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ecosystem services that provides a useful way of

framing a discussion about how we might measure

changes in the rates at which they are delivered.

The Millennium Ecosystem Assessment divides

these services into supporting services and provi-

sioning, regulating, and cultural services. Quanti-

fying ecosystem services on a species-by-species

basis is clearly an impossible task, particularly as

many of the most important services are under-

taken by microscopic species whose taxonomic

status is unclear (Nee, 2004). Nevertheless, it is

likely that different types of service will pre-

dominantly be undertaken by species on different

trophic levels. For example, regulating services,

such as climate regulation and water regulation

and purification will be predominantly undertaken

by interactions between species at the lowest

trophic levels. In contrast, cultural services, such as

recreation and tourism, as well as aesthetic and

inspirational services, will often require ecosys-

tems that contain a near-complete suite of

large mammals, raptors, and other charismatic

species; this requires that the upper trophic levels

remain intact. Thus the trophic diversity of eco-

systems can provide important information on

their ability to provide different types of services.

Ultimately, a key index of the health of an eco-

system might be some measure of trophic diver-

sity, such as food-chain length, or the standard

deviation of trophic position for all the species in a

food-web of the region (Dobson, 2005). This index

could provide a potentially important indication of

the diversity of ecosystems services supplied by

the system.

13.5.2 Models of ecosytems services and
land-use change

Although hard to measure, ecosystem services are

an important factor in considering the impact of

land-use change. In this section we present a

model that explores how consideration of the

economic value of pristine land changes our

expectation of the growth of converted land. Let

us initially consider a simple modification of the

model described above for the dynamics of land-

use change (eqns 13.4–13.7). One way to incorpo-

rate ecosystem services would be to include an

additional expression for the dynamics of an

ecosystem service that is supplied by the forest to

the converted land, for example, provision of

water for crops and sanitation. Here we will

assume that agriculture and human well-being are

fundamentally dependent upon the presence of

water (which is certainly true), but that the

volume of water available is a function of the area

of land still maintained as natural forest (or

savanna). Madagascar’s Ranomafana National

Park provides a classic example of this effect.

Although the park is justly famous for containing

the world’s highest diversity of lemur species, as

well as numerous endemic bird and plant species,

the main reason it was protected is because it

contains a hydroelectric dam whose efficiency is

determined by a steady stream of water from the

forested watersheds that form the national park.

The dam is not especially intrusive, but its tur-

bines are dependent upon the forest retaining

water and releasing it at a steady and continuous

rate. This dam supplies most of the electrical

energy for the major city of Antananarivo. Water

from the park is also vital for the agriculture that

covers the coastal plain between the park and the

Indian Ocean. The potential of the forest to store

and maintain a steady supply of water for elec-

trical power and irrigation is a classic example of

an ecosystem service in action. We can readily

include this effect into our model of habitat con-

version by assuming that the rate of food pro-

duction on the land converted to agriculture is a

simple Michaelis–Menton-type function of the

area of land retained as pristine forest (e.g.

A~>AF/(Fþ F50), where F50 is the area of pristine

land at which agricultural productivity drops to

half its maximum level). The expression for

human population growth is the only equation

that needs be modified. It now becomes

dP

dt
¼ rPðA� hPð1þ F50=FÞÞ

A
ð13:9Þ

This simple modification has a number of impor-

tant consequences. Most notably, the system

now settles to a new set of equilibria. The expres-

sions for abandoned land remains unchanged from

above, U� ¼ aA�
ðsþbÞ ; but the agricultural land, forest,
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and human population settle to new levels:

A� ¼ hP� 1þ F50
F�

� �

F� ¼ 1
2c1 � 1

2 c21 þ 4c1F50
	 
1=2

where c1 ¼ sah

dðbþ sÞ
P� ¼ F�ðF0 � F�Þ

h F50 þ F�ð Þ aþbþs
bþs

� � ð13:10Þ

The primary effect of including this phenomen-

ological form of ecosystem service is to reduce the

amount of habitat that is converted to agricultural

land. This, in turn, reduces the size (and density)

of the human population supported by the agri-

cultural land; more explicitly it accurately recog-

nizes that the size of the human population that

can be supported is not solely dependent upon

the land converted to agriculture but also upon the

land remaining as forest; this slows future

demands for habitat conversion (Figure 13.6). It is

a relatively trivial exercise to modify eqn 13.9 so

that the term in F50/F is raised to the power of t
(Figure 13.6b and c illustrates the case for t¼ 1 and

2); this will correspond to increasingly strong

(steep) dependence of agriculture on the remain-

ing forest land. As the value of t increases, the

system now has the potential to settle to either of

two (or more) alternative states (A.P. Dobson,

unpublished work). These results echo the earlier

work of May (1977c) and the more recent

explorations of others (Carpenter and Cottingham,

1997; Scheffer et al., 2001). Plainly, the results are

dependent upon the functional forms we have

chosen to represent the dependence of agriculture

on water and the efficiency with which increased

agricultural production translates into increased

human population or increased demand for

resources. Notice also that the larger the depen-

dence of agriculture on pristine habitat, the greater

the proportion of forest that is retained. We suspect

that these are all functions that could be measured

for different crops, habitats, and human culture.

The main point of this exercise is to illustrate

that once we recognize a dependence of the human

economy on services provided by natural resour-

ces, we begin to see changes in the predicted

rate at which we convert natural habitats. Notice

too that an interesting psychological switch has

occurred in the motivation to conserve wild areas

such as Ranomafana. Initially the land was set

aside for purely utilitarian reasons. Once the area’s

biological wealth was appreciated, this became an

equally important justification for protecting the

area. If the principal way to protect biological

diversity is to set aside land in nature reserves, we

will be more successful if we can identify and

quantify the diversity of utilitarian services pro-

vided by different types of natural ecosystems in

addition to their value as reserves for imperiled

species.

13.5.3 How will the value of ecosystem services
change as habitat is converted?

This initial consideration of ecosystem services

assumes that the converted land is entirely

dependent upon the non-converted land for ser-

vices. In most cases, however, the converted land

will not only provide new services of its own (e.g.

farm crops, retail outlets, golf courses) but also will

continue to provide a significant number of the

services that the land provided prior to its con-

version. The new set of plants will also photo-

synthesize and create and retain soil. (Indeed,

some invasive plant species do so at a more effi-

cient rate than the native species they displace.)

We therefore need to develop frameworks that

consider how different ecosystem services change

as we modify the proportion of converted and

pristine land in the landscape.

A handful of studies have examined the rela-

tionship between economic goods and services

provided by natural systems and the services

supplied in adjacent, or equivalent, modified sys-

tems (Peters et al., 1989; Bonnie et al., 2000; Kremen

et al., 2000; Balmford et al., 2002). Cost-benefit

analyses of these studies suggest that in most cases

the net economic value of habitat that is totally

converted declines by an average of around 50%,

and the benefit/cost ratio of conserving the

remaining unconverted habitats may be as high as

100:1 (Balmford et al., 2002).

The essentials of these phenomena have been

examined in a general model of land-use change

(Dobson, 2005). The principal objective of this terse

model of the services provided by pristine and
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modified environments is to examine the underlying

factors that confound our ability to detect changes in

the rate at which ecosystem services are supplied.

Let us assume that the net production of eco-

system services can be characterized by the net

relative value (NRV) of the goods and services

produced by both the pristine and converted

habitat. Let us then consider the situation where a

proportion, p, of habitat has been converted from

its pristine state into agriculture, mining, or some

other modified use. We will define the current

value of the total landscape as a simple sum of the

converted and unconverted portions, relative to its

initial value of unity in its pristine state when all it

supplied were indirect services to the human

economy. Doing so naively assumes we have

some way of quantifying this value when, at pre-

sent, all we really know is that we tend to under-

value it (Daily, 1997; Daily et al., 1997; Balmford

et al., 2002).

The model is developed in three steps. The first

is to define how the goods and services produced

by the pristine land decline as the amount of

pristine habitat shrinks. The second is to describe

how the modified portion of the landscape pro-

duces goods and services. The total goods and

services produced, NRV, is then the sum of these

two parts.

Let s 0 be the value of the goods and services

produced by a unit area of pristine land, a function

of three parameters: p the proportion of land con-

verted; ES50 the proportion of land converted at

which ecosystem services produced decline to half

of their maximum, pristine value; and t, a shape

parameter describing how sharply goods and ser-

vices derived from pristine land fall as the amount

of remaining pristine land shrinks. The first step in

the model is to define s 0, goods and services pro-

vided by the remaining area of pristine land as:

Goods and services fromaunit area of pristine land
¼ s0 ¼ ðð1� pÞ=pÞt=ðES50 þ ð1� pÞ=pÞtÞ ð13:11Þ

In Figure 13.7 the solid lines show the quantity

(1� p)s 0, which is the goods and services produced

by all of the remaining pristine land.

The second stage in developing the model is to

define how the converted land produces goods

and service. These falls into two parts: those

produced by the converted land independently of

the pristine land, s, and those produced by the

converted land using services from the pristine

land, sds 0. Here d represents the degree of depen-

dence of converted land on pristine land. For

example, pollination of farm crops may be strongly

dependent upon the diversity and abundance of

pollinators in the remaining patches of natural

habitat (Kremen et al., 2002; Ricketts et al., 2004).

Goods and services from a unit area of converted

land ¼ sþ sds0 ð13:12Þ

In Figure 13.7 the dotted lines show the quantity

ps(1þ ds 0), which is the goods and services pro-

duced by all of the converted land.

The final step is to add these two terms together

to give the NRV of the goods and services pro-

duced by the total habitat (converted and pristine):

NRV ¼ ð1� pÞs0 þ psð1þ ds0Þ ð13:13Þ

Figure 13.7 illustrates how this value, the net ser-

vice supply rate, can change as a function of p, the

amount of land converted. Notice in particular

how an ecosystem where the modified land is

heavily dependent on the pristine land and the

pristine land fails to provide goods and services at

high p leads to a situation where total goods and

services are high for all low and intermediate

values of land use, but fall precipitously as the

proportion of land used approaches 1.

The key point is that if we are to monitor

declines in ecosystem functions as changes in the

net value of goods and services they supply, then

we need to know more about the shapes of these

dependence curves. This is principally because our

ability to detect changes in the economic value of

natural habitats will be a subtle function of the

relative value of services supplied by the pristine

and modified habitats as well as the dependence of

the services provided by the modified landscapes

on the presence of unmodified habitat.

A handful of simple messages emerge from the

model. We usually undervalue the economic ser-

vices supplied by the natural environment as we

are able to put a quantitative economic value

on only a subset of the services provided by the

natural habitat (Balmford et al., 2002). If the value
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of the services provided by the modified habitat

are assumed to be similar to or less than those

provided by the pristine habitat, then we will be

able to detect changes in the value of these services

only when the modified habitat’s value is highly

dependent upon the area of pristine habitat. When

the services provided by the modified habitat are

largely independent of the pristine habitat, the rate

of change of land value may be too shallow to

be detected as more of the pristine habitat is

degraded or converted. In many cases, the initial

decline in land value will be reversed as the new

land use comes to dominate the landscape. Unfor-

tunately, mistakes are costly; doubly so as the cost

of restoration may take many years to be recovered.

If developers discount the future, services supplied

by pristine habitats may never be recovered once

conversion has proceeded beyond a critical eco-

nomic threshold where the cost of restoration

exceeds their future discounted potential value.
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Figure 13.7 Net services produced by simple mixtures of converted and pristine habitat (y axis); in all cases the x axis is the proportion of
habitat converted from pristine habitat to agricultural land, the solid line illustrates the declining rate of production of ecosystem services (to
converted habitat) as pristine land is converted, the dotted line is the value of services produced in the converted (agricultural) habitat, and the
broken line is the sum of the services produced in the mixture of two habitats at this level of conversion (eqn 13.10 in the text). We have
illustrated four different scenarios that reflect all four combinations of high/low dependence and fast/slow rates of ecosystem service decline. (a)
Weak dependence of agriculture on pristine land (d¼ 0.1) and services decline slowly (ES50¼ 0.5) as habitat is lost. (b) Weak dependence of
agriculture on pristine land (d¼ 0.1) and services decline rapidly (ES50¼ 0.2) as habitat is lost. (c) Strong dependence of agriculture on pristine
land (d¼ 0.9) and services decline slowly (ES50¼ 0.5) as habitat is lost. (d) Strong dependence of agriculture on pristine land (d¼ 0.9) and
services decline rapidly (ES50¼ 0.2) as habitat is lost.
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13.6 Conclusions

Our goal inwriting this chapter has been to illustrate

and suggest emerging areas in conservation biology

where theory can provide valuable insights into

real-world problems. The problems we explored

ranged from the very specific (e.g. is the grizzly bear

population around Yellowstone National Park in

danger of extinction?) to the very general (e.g. what

is the relationship between land-use change and the

loss of ecosystem services?). This is significant, for it

indicates the breadth of opportunities awaiting

theoreticians interested in tackling applied pro-

blems. Indeed, we note with pleasure that a large

fraction of the students applying to graduate pro-

grams in ecology today do so with an avowed

interest in conservation biology.

It is also worth emphasizing that many of the

most interesting examples discussed in this chap-

ter involve the integration of the social sciences,

especially economics, into solutions to ecological

problems. Examples include the incorporation of

cost constraints into the selection of reserve net-

works (a problem that also requires one to delve

into operations research) or linking rates of

deforestation to the values of ecosystem services

produced by pristine and disturbed lands. Eco-

nomic considerations have been a part of some

ecological models (e.g. fisheries) for decades, but

on the whole, the social sciences have yet to be

incorporated into much of the theoretical research

now underway in conservation biology. We pre-

dict (and hope!) this will change, given that a

viable solution to an environmental problem must

make sense not only from a scientific perspective

but also from a socio-economic one.

There is no reason why advances in applied

fields cannot yield insights relevant to more aca-

demic disciplines, and this is certainly true in the

case of conservation biology. The population via-

bility models used to guide policies for imperiled

species continue to shed light on the structure

and functioning of metapopulations. Conversely,

metapopulation theory has been enormously

influential in conservation biology. Thus, one is

tempted to conclude that the distinctions between

theory and practice, or pure and applied, are illu-

sory to a large degree. For aspiring theoreticians,

we offer this advice: Pay attention to applied

problems, for they offer plenty of theoretical

challenges as well as practical benefits. And for

conservation practitioners, we suggest that theory

(in its many forms) will play an increasingly

valuable role in the search for solutions to real-

world problems.

Of course, the conservation of biodiversity will

depend ultimately upon the preservation of nat-

ural habitats, the restoration of degraded ones, and

the discovery of new ways to maintain important

ecosystem services on lands largely devoted to

activities such as farming and energy generation.

Our major worry, therefore, is that whatever sci-

entific progress we are making occurs against a

backdrop of a worldwide series of uncontrolled

experiments, involving the destruction of wild-

lands, extinction of species, changes in nutrient

cycles, and even changes in the Earth’s climate. If

we may offer a final, whispered word of advice to

the upcoming generation of theoretical ecologists

and conservation biologists, it is simply this:

hurry!
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CHAPTER 14

Climate change and conservation
biology

Jeremy T. Kerr and Heather M. Kharouba

14.1 Introduction

It is increasingly recognized that, as a result of

ever-growing atmospheric inputs of greenhouse

gases like carbon dioxide from the burning of fossil

fuels, the climate is changing regionally and

globally. This has been affirmed, in light of

increasing scientific understanding, in the latest

report of the Intergovernmental Panel on Climate

Change (IPCC) in 2001, by the US National

Academy of Sciences in its 2001 report, and most

recently by a statement from the Science Acade-

mies of all G8 countries, along with China, India,

and Brazil. This latter statement calls on the G8

nations to ‘Identify cost-effective steps that can be

taken now to contribute to substantial and long-

term reduction in net global greenhouse gas

emission [and to] recognize that delayed action

will increase the risk of adverse environmental

effects and will likely incur a greater cost’.

Global warming caused by elevated greenhouse

gas levels is expressed with long time lags, which

can be difficult to appreciate by those unfamiliar

with physical systems. Once in the atmosphere, the

characteristic residence time of a carbon dioxide

molecule is a century. And the time taken for the

ocean’s expansion to come to equilibrium with a

given level of greenhouse warming is several

centuries. If current trends continue, by around

2050 atmospheric carbon dioxide levels will have

reached more than 500 parts per million, which is

nearly double pre-industrial levels. The last time

our planet experienced levels this high was some

20–40 million years ago, when sea levels were

around 100m higher than today. It can also be

difficult to relate intuitively to the seriousness of

the roughly 0.7 �C average warming of the Earth’s

surface over the past century. And the warning by

the IPCC in its 2001 report, that global warming

would be in the range of 1.4–5.8 �C by the end of

this century, may also seem unalarming when we

experience such temperature swings from one day

to the next. There is, however, a huge difference

between daily fluctuations, and global averages

sustained year on year; the difference in average

global temperature between today and the last ice

age is only around 5 �C.
There remain, of course, uncertainties about

many of the details of climate change. In parti-

cular, we are unsure of the timescales for some

important nonlinear processes. As the polar ice

caps melt, the surface reflectivity declines, feeding

forward to cause greater warming and faster

melting. But the timescale for the ice-cap to

disappear entirely—decades or centuries?—is

unclear. As permafrost thaws, large amounts of

methane gas are released, further increasing global

warming (methane is a more efficient greenhouse

gas than carbon dioxide). Increased precipitation

in the North Atlantic region and rapidly melting

glacial ice in Greenland reduces the salinity of

ocean water at the surface; this reduces the water’s

density and it sinks more slowly. Such changes in

marine salt balance have, in the past, modified the

fluid-dynamical processes which ultimately drive

the Gulf Stream, turning it off over decadal time-

scales. Similarly pressing questions—especially

how much? and how fast?—can be asked of sea

level rise. For a survey of other nonlinear effects

with potentially dangerously large impacts see

Schellnhuber et al. (2006).
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Climate change is responsible for significant

human mortality, partly because of recent and

unprecedented heat waves. A recent Royal Society

report addresses the interplay between climate

change and crop production, unhappily empha-

sizing that ‘Africa is consistently predicted to be

among the worst hit areas across a range of future

climate change scenarios’, and also noting that

present drought conditions across large areas of

sub-Saharan Africa are almost surely associated

with increases in surface temperatures in the

Indian Ocean caused by global warming. World

Health Organization statistics indicate that, con-

servatively, more than 105 people die annually

from anthropogenic climate change (Patz et al.,

2005). This issue has received comparatively little

attention, perhaps because mortality from anthro-

pogenic climate change is relatively diffuse.

It is difficult to think of any characteristic of the

environment that affects the living world so per-

vasively as climate. Because of its fundamental

significance to so many biological phenomena,

climate change presents a formidable array of

questions to ecologists and evolutionary biologists.

Some of these questions are already subjects of

long-standing empirical and theoretical debate.

How does climate relate to present-day spatial

variation in species richness? Will future climate

change impacts on species be predictable using

observations of past changes? Are species’ ranges

determined by climate or biotic interactions and by

which mechanisms will climate change force spe-

cies to shift? Has global change, of which climate

change is a critical ingredient, committed the

world to a new mass extinction? This chapter

briefly reviews the mechanisms that may govern

how species and species assemblages are affected

by climate and thence assesses some of the impli-

cations of climate change for the future of biolo-

gical diversity in the twenty-first century.

14.2 Climate effects on species
distributions

Climatic tolerance is known to affect species’ geo-

graphical distributions (Woodward, 1987; Root,

1988a; Parmesan et al., 2005 and references there-

in). Fundamentally, climatic effects on metabolic

rates contribute strongly to whether a species is

likely to persist, go extinct, or shift from a parti-

cular area. For many species, potential metabolic

constraints on species distribution can be reduced

to a simple question: can the species elevate its

metabolism to a sufficiently high level to sustain

itself? However, climate impacts on species dis-

tributions are not limited to effects on metabolic

rates. Freeze tolerance or avoidance present addi-

tional mechanisms limiting where species are

found and how they will likely respond to shifting

climatic conditions. Climatic constraints clearly

include more than just the changes in mean annual

temperature that are most commonly reported in

widely disseminated scientific consensus docu-

ments about climate change. The extremes of cli-

mate sometimes play a more important role in

shaping species distributions than mean annual

conditions (e.g. Kukal et al., 1991). For instance,

minimum winter temperatures in many areas have

changed far more than mean annual temperature

(IPCC, 2001). Such changes have reduced sea ice

coverage around Hudson Bay, reducing polar bear

populations that rely on the ice to reach some of

their prey populations (Derocher et al., 2004). In

this instance, population reductions follow from

reduced resource availability for the species, which

is ultimately a result of warming minimum winter

conditions.

Climatic effects on mammal species range limits

are likely to be determined, in part, by the tem-

perature dependence of metabolic rates. The eco-

logical and evolutionary implications of that link

form the basis for a broad range of related research

that collectively falls under the umbrella of meta-

bolic theory (e.g. Allen et al., 2002; Brown et al.,

2004; but see Algar et al., 2006; Muller-Landau,

2006). Independent field evidence collected from

mammal (and bird) populations demonstrates that

the lower limits of metabolic rate increase toward

the poles, suggesting that metabolic rates must

indeed be higher for populations to persist in those

environments and that fewer metabolic strategies

exist that would allow an organism to sustain itself

as temperature declines (see Kleidon and Mooney,

2000; Anderson and Jetz, 2005). However,

Humphries et al. (2005) review evidence that niche

space in colder environments may be broader than
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previously thought. For at least one species,

Tamiasciurus hudsonicus (red squirrels), field meta-

bolic rate actually declines as temperature drops.

Humphries et al. (2005) argue that this finding,

although isolated, may be less unusual than sug-

gested by Anderson and Jetz (2005) because so few

measurements of metabolic rate, and particularly

field metabolic rate, have been made in very cold

environments. The implications of these findings

for the effects of changing climates on species

ranges are variable, depending on how metabolic

rate varies with temperature, but it seems clear

that predicting individual species’ responses will

often be difficult.

Mechanisms determining how temperature

might limit species’ northern range limits are still

uncertain. Using data on winter distributions, Root

(1988a) demonstrated that the northern range

limits for many North American bird species were

likely affected by minimum winter temperatures

or annual frost-free period. The former factor most

likely affects range limits through climatic toler-

ance (i.e. increased mortality in response to extre-

mely low temperatures) while the latter may imply

a stronger dependence on resource availability

(longer frost-free periods allow for greater resource

acquisition). Root (1988b) suggested that minimum

winter temperatures affect bird range limits

through their effects on birds’ energy expendi-

tures. At their northern range limits, the basal

metabolic rates of species limited by minimum

winter temperatures rise to approximately 2.5

times the rates observed further south. Areas

where winter cold would require an even higher

basal metabolic rate to avoid freezing would

exceed the tolerance of these species. Climatic

effects on bird species range limits may also act

indirectly by altering resource availability (e.g.

Repasky, 1991; Gross and Price, 2000). Whatever

mechanism governs this relationship, one of the

results is a very strong relationship between spe-

cies richness and temperature (Figure 14.1).

The distributions of mammal species have long

been known to relate to aspects of climate. For

instance, Bergmann’s rule states that spatial

variability in body size is related to climate, with

larger-bodied organisms occurring proportionately

more frequently in colder areas than smaller-bodied

organisms. Several mechanisms for such gradients

are possible, including: the body-size dependence of

post-glacial recolonization; the random recoloniza-

tion of cold areas by large-bodied ancestors of pre-

sent-day species that then diversified in situ; that

large-bodied organisms tolerate cold more effec-

tively because of their smaller surface area/volume

ratios, leading to far better heat conservation than

small-bodied organisms; the converse, that losing

excess heat is easier for small-bodied organisms in

warm areas; or that large body size leads to

improved starvation resistance in cold areas

where there may be long periods of low resource

availability (Blackburn and Hawkins, 2004).

Blackburn and Hawkins’ (2004) tests of these

mechanisms for Bergmann’s rule among mam-

mals in areas of North America that were cov-

ered with ice during the last glacial maximum

find support for simple cold tolerance and, to a

lesser extent, starvation resistance, based on

measurements of average annual temperature

(for cold tolerance) and coarse-resolution Nor-

malized Difference Vegetation Index (NDVI) data

composited over the study region (see Kerr and

Ostrovsky, 2003 for discussion of ecological

applications of satellite data). Inability to tolerate

freezing conditions may also influence mammal

species richness across the Americas (Figure

14.1a): the best predictor of species richness

across this region is minimum annual tempera-

ture and this relationship has a pronounced

breakpoint at 0 �C (Figure 14.1b). From this

observation, a second prediction can be derived,

namely that body size should also vary with

minimum temperature, a minor modification of

Bergmann’s rule. The minimum temperature/

mean body-size relationship supports the pre-

diction (Figure 14.1c). Determining the mechan-

isms—perhaps cold tolerance, starvation

resistance, or some combination of these factors—

behind these relationships will improve the odds

of using such results to predict how species

richness will track shifting climatic conditions.

Climatic change is likely to affect ectotherms

particularly quickly, given their well-documented

and multi-faceted dependence on environmental

temperature (e.g. Lederhouse et al., 1995; Blouin-

Demers and Weatherhead, 2001). For instance,
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Figure 14.1 (a) Geographical patterns of continental mammal species richness in the western hemisphere. Data are compiled from Natureserve
range maps for all mammal species (1755 species). (b) A graph showing the relationship between mammal species richness per quadrat and the
strongest predictor of that variable, minimum annual temperature, throughout North and South America. There are 1255 equal-area quadrats
covering the Americas. There is a breakpoint in this graph at 0 �C, suggesting that tolerance to freezing conditions may contribute mechanistically
to the distribution of mammals in this area. (c) A secondary prediction of the tolerance mechanism is that body size should be inversely related to
minimum annual temperature because large-bodied organisms lose heat in cold conditions far slower than small-bodied organisms. The
correlation presented in panel b predicts Bergmann’s rule, which is shown here for all mammals (1755 species) across North and South America,
where each data point represents the mean body size of all mammals found in that quadrat (n¼ 1255).

C L IMA T E CHANGE AND CONS E RVA T I ON B I O LOGY 193



spatial variation in species richness for many

ectotherm taxa, including blister beetles (Kerr and

Packer, 1999), tiger beetles (Kerr and Currie, 1999),

ants (Kaspari et al., 2004), butterflies (Kerr et al.,

1998, 2001; Turner et al., 1987; Algar et al., 2006),

reptiles (Currie, 1991), amphibians (Currie, 1991),

and fish (Kerr and Currie, 1999), relates strongly to

climate and particularly temperature. Although

species’ responses to shifting climatic conditions

are likely to be individualistic, the aggregate effect

of these individual species-climate interactions is

the strong relationship observed between species

richness and climate (particularly temperature but

also precipitation) across most of the world

(Hawkins et al., 2003; Currie et al., 2004). Changes

in climatic conditions are likely to cause wide-

spread alteration in the distribution of species and,

as a result, change patterns of species richness.

14.3 Climate change effects in
mountainous regions

Climate change, particularly temperature increase,

is expected to force many species inhabiting

mountainous areas to shift toward higher eleva-

tions to track climatically suitable areas (Peters and

Darling, 1985). In principal, it should be easier for

species to track shifting climate along elevation

gradients than through the far greater distances

required along latitudinal gradients. After all,

according to Hopkins’ Bioclimatic Law, a 1 �C
cooling is about the same as traveling 100 km

toward the nearest pole but the same degree of

cooling is achieved with perhaps a 130m elevation

increase (Hopkins, 1920). However, mountains

become smaller toward their peaks, so species that

shift upward with warming temperatures may

suffer serious habitat loss. Thus, it may be easier to

track shifting climate up mountainsides, but doing

so has an inexorable cost in terms of habitat

availability.

One of the first studies to detect climate-driven

elevation shifts considered alpine plants in Austria

(Grabherr et al., 1994). Observed warming in the

study region had been about 0.7K in the 70–90

years prior to a series of field surveys conducted in

1992. Based on lapse rates with altitude, migration

rates of roughly 1m/year would have been

required for alpine plants to remain within the

same climatic envelope over this time period. The

observed rates of elevation shift, derived from

detailed historical records of species locations,

were closer to 0.1m/year and even the most rapid

shifts upward in elevation among these plants

were only about 0.4m/year. Hence, these species

are lagging progressively farther behind the

expanding edge of their climatic envelope and it is

reasonable to expect an increase in extinction rates

from these effects. This study demonstrates that

even along relatively short elevation gradients, it is

likely that many species will not be able to shift

sufficiently rapidly to track the climatic zones they

have most recently inhabited.

Evidence pointing to climate-induced elevation

shifts among a variety of taxa has accumulated

rapidly in the past decade. Parmesan (1996) dis-

covered that bay checkerspot (Euphydryas editha)

butterfly populations in western North America

were less likely to go extinct at high elevations

but also detected no retraction of the butterfly’s

population from the lowest elevation sites. A

number of studies confirm part of the trend

demonstrated by this early work: many species

occurring in mountainous areas are shifting

toward higher elevations. However some are also

retracting from their lower elevation limits.

Konvicka et al. (2003) found evidence suggesting

that 12–15 of the 119 butterfly species in the

Czech Republic were shifting upward in eleva-

tion. Some of these butterfly species expanded

their ranges upward without losing low-elevation

populations. The remainder have lost low eleva-

tion populations so now have smaller ranges

because of reduced habitat availability towards

higher elevations. Hill et al. (2002) showed that

butterflies with southern range limits in Britain

were more likely to lose populations at low ele-

vations than species that reached their northern

range limits in Britain. Similarly, Wilson et al.

(2005) have documented the retraction of moun-

tain-dwelling butterfly species’ ranges toward

higher elevations in Spain. These population

losses led to a mean loss of a third of the

regional range of these species with projections

of perhaps 80% reductions in ranges expected in

the next century. It is interesting that climate
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appears to strongly affect the location of range

limits for species at the warm edge of their

ranges in these studies, given MacArthur’s (1972)

hypothesis that the warm edge of species’ ranges

would most likely be determined by biotic

interactions.

14.4 Past responses as a guide for
future climate-change effects

In the search for better scientific tools to predict

biotic responses to anthropogenic climate change,

there is probably no clearer guide than observa-

tions of species’ past responses to changing cli-

mate. Even though such climate changes were

usually relatively gradual (with some exceptions;

see Davis and Shaw, 2001), observations of past

climate change have the potential to greatly

enhance predictions of its future effects on species.

In particular, discoveries of mechanisms forcing

species to respond to shifting climatic conditions,

the transitory nature of biotic communities, and

species’ individualistic responses to climate

change were made using historical or paleoecol-

ogical data-sets (reviewed in Graham et al., 1996

and Overpeck et al., 2005). It is essential to note

that, although past climatic changes are similar to

recent anthropogenic climate change, they are not

identical. First, current climate change will likely

lead to higher mean global temperatures than

experienced at any time in the rest of the Qua-

ternary period (the past 2 million years; Crowley,

1990; Overpeck et al., 2005). Many species that

exist today have never encountered the climates

likely to be observed in the next century. Second,

changes will probably occur at least an order of

magnitude faster than during the best-studied

periods of prehistoric climate change (Webb, 1992;

Malcolm et al., 2002). Last, and perhaps most

important, are potential interactions between rapid

climate change and the widespread conversion of

natural environments to human land uses, which

already presents the leading threat to biodiversity

in North America (Dobson et al., 1997b; Kerr and

Cihlar, 2004; Kerr and Deguise, 2004). There is

simply no precedent in historical terms for this

sort of interaction.

Reconstructing the relationship between histor-

ical climate and species distribution relies on fossil

evidence of one form or another. In particular,

microfossils that accumulate in lacustrine and

marine sediments (Overpeck et al., 2005) provide

the foundations of paleoclimate reconstruction.

Pollen diagrams, pollen records, macrofossils, and

DNA recovered from fossil pollen provide evi-

dence of how plants have responded to past cli-

mate changes (Davis and Shaw, 2001). Particularly

promising is the use of ancient DNA, which can be

extracted from even badly degraded specimens

and used to reconstruct life-history characteristics

and environmental interactions for some species

(e.g. Willerslev et al., 2003), including mechanisms

of their decline or extinction (e.g. Shapiro et al.,

2004).

Most evidence derived from fossil sources sug-

gests that plants and animals have tracked past

climatic changes individualistically. This result is

now firmly established (Graham and Grimm, 1990;

Graham, 1992; Graham et al., 1996; Davis and

Shaw, 2001; Lyons, 2003) and supports the argu-

ment that biotic communities are contingent and

that many species associations are transitory

(Webb, 1992). Communities are not, for the most

part, assembled from tightly linked components,

nor do their parts form a highly coevolved

assemblage (see Graham et al., 1996; Lyons, 2003).

Climate change is likely to divide these assem-

blages into their constituent species, each of which

responds according to its unique characteristics. To

the extent that species respond to climate change

individualistically, modern communities need not

be, and often are not, analogous to past commu-

nities, nor will future biotic communities necessa-

rily resemble their modern counterparts (Lyons,

2003). Evidence from the FAUNMAP database

demonstrates that mammal species responded to

past environmental changes by shifting their ranges

individualistically (Graham et al., 1996; Lyons, 2003).

Some species significantly expanded their range

while others did not (Lyons, 2003). As with the

purely natural climate changes of the past, anthro-

pogenic climate changewill havewinners and losers

in terms of species’ responses, although the farmore

rapid pace of climate change in the present day
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could plausibly tip the balance toward species’

declines.

Observations of rates at which trees have shifted

in the past may have been overestimated, sug-

gesting that species may have much more trouble

tracking shifting climatic conditions than pre-

viously believed (Pearson, 2006). A classic study

(Skellam, 1951) demonstrates that, even over the

several thousands of years since the end of the last

glacial period, oak-tree dispersal rates were far too

low to have allowed them to recolonize Britain and

reach their present-day northern boundary there.

This was elegantly demonstrated by the develop-

ment of an analytical diffusion process, seeded

with liberal assumptions that improved acorn

dispersal distance and frequency. Despite these,

Skellam concludes that oak dispersal must have

been considerably accelerated by animals, such as

rooks. More recently, McLachlan et al. (2005) used

chloroplast DNA surveys to show that past

migration rates of temperate treeswere significantly

slower (< 100m/year) than originally thought

(100–1000m/year). These new estimates of past

migration rates are up to an order of magnitude

slower than previously believed. However, the

molecular evidence presented by McLachlan et al.

(2005) also suggests that recolonization following

glacial retreat was greatly facilitated by the pre-

sence of small refugia where pocket populations

had persisted; a possibility also raised by Skellam

(1951) in his much earlier theoretical contribution.

It is a positive sign that tree species are able to

persist in these refugia for significant periods and

then successfully re-colonize broad areas (McLa-

chlan et al., 2005; Pearson, 2005) but perhaps a

dangerous sign that, should refugia not be viable

under circumstances created through human

activities, dispersal rates for many species are

probably too slow to keep them within suitable

climatic zones. Populations will then need to rely

on long-distance dispersal events, which are

clearly rarer, at least for trees, than previously

thought.

Although the fossil record does demonstrate

that trees and mammals have shifted large dis-

tances in the past, often successfully responding to

relatively gradual, natural climate changes, there

remains significant risk that these taxa will not be

able to respond successfully to anthropogenic cli-

mate change (Malcolm et al., 2002; Pearson, 2005).

Recent evidence regarding megafaunal extinctions

following the end of the last glacial period sug-

gests that even reasonably gradual climatic change

can cause extinctions. For instance, Guthrie (2006)

provides evidence from macrofossil records in the

Yukon Territory and Alaska of some large mam-

mal species declines, such as of horses (Equus spp.)

and mammoths (Mammuthus spp.). These results

suggest that these declines were ultimately driven

by natural, climate-induced changes in vegetation,

particularly forage quality, at the Pleistocene–

Holocene transition between 11 500 and 13 500

years before present. Guthrie (2003) also notes that

horse body size declined substantially before the

arrival of humans and that ecological change,

rather than overkill by newly arrived human

hunters, is likely to have precipitated horse

declines in northwestern North America. Although

these results do not preclude the possibility that

human hunting pressures delivered the coup de

grace for some large mammals at the Pleistocene–

Holocene transition, they do demonstrate that

climate-induced changes are likely to have pushed

some species to the brink of extinction.

14.5 Evolutionary responses to climate
change

Evolutionary responses to altered environment are

possible and may occur alongside range shifts

(Thomas, 2005). Expanding range margins, for

plants at least, involves selection for phenotypes

that tolerate local conditions. If the abundant cen-

tre hypothesis is correct (see Brown, 1984; Lawton,

1993), populations near the edge of a species’

range are expected to be smaller, perhaps main-

tained through immigration from the core of spe-

cies’ ranges, and to occupy a narrower range of

habitats than larger, core populations. In a recent

review of tests of these patterns, however, Sagarin

and Gaines (2002) point out that only about 39% of

reported ranges follow the expected pattern, a

result that is probably inflated by under-reporting

of negative results (the so-called file-drawer pro-

blem; Csada et al., 1996). These results are under-

scored by new work on eastern North American
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tree populations (Murphy et al., 2006), which rarely

show the pattern expected from the abundant

centre hypothesis. Edge populations are often lar-

ger than expected from the abundant centre

hypothesis (e.g. Herlihy and Eckert, 2005), and

possibly have reproductive strategies that differ

from core populations. This suggests that the

potential expansion of range margins for many

species will not by hampered by gene flow from

core areas, contrary to expectations (see Kirkpatrick

and Barton, 1997, who also note that small changes

in patterns of gene flow could plausibly be caused

by climate change and can cause peripheral

populations to become demographic sinks), and

that core populations reduce the fitness of edge

populations confronted by distinctive environ-

mental conditions.

Even though climate change will almost cer-

tainly act as a strong selection force for many

species, evidence from the geological record sug-

gests that plants and animals have more commonly

shifted their distributions instead of evolving new

adaptations in situ (Noss, 2001; Thomas, 2005).

However, most of the work on species’ responses

to climate change during the Pleistocene has

focused on species with dramatic range shifts and

not species that shifted little or not at all (Lyons,

2003). Evolutionary responses to climate change,

not to mention the interaction between climate

change and other forms of environmental mod-

ification, remain poorly understood (Hughes et al.,

2003). Many species are likely to have sufficient

phenotypic plasticity to avoid shifting in response

to climate change (Parmesan and Galbraith, 2004).

This provides a potential explanation for the large

numbers of species that remained in place during

periods of climate change in the geological record

(then again, poor data regarding historical species

ranges may also partly explain these observa-

tions). It is not yet clear what proportion of

species may remain relatively unaffected by cli-

mate change because of their innate phenotypic

plasticity.

The extent to which species are at equilibrium

with climate strongly affects our understanding of

present-day range limits and our ability to predict

future responses of species to climate change.

Following Araujo and Pearson (2005), species can

be considered to be at equilibrium with climate if

they maintain a presence in all climatically sui-

table, contiguous areas and are absent from

unsuitable ones. Equilibrium between climate and

species ranges need not imply that ranges are

static but that climate does not cause large fluc-

tuations of range boundaries. This definition

avoids circularity if the current climatic bound-

aries of a species are not used to define the species’

tolerance. The exact locations of range boundaries

are known to be extremely dynamic (Brown et al.,

1996), making it somewhat more difficult to define

climatic tolerance precisely. However, because

predictions of future distributions of species often

draw on purely spatial, present-day data, the

degree to which species distributions are at equi-

librium with current climate has important impli-

cations for species–climate ‘envelope’ modeling,

which typically assumes equilibrium between

species distributions and climate (Araujo et al.,

2005). Clearly, the capacity to track shifting climate

conditions, and to maintain approximate equili-

brial range boundaries, depends strongly on dis-

persal ability. Assemblages of plants and breeding

birds have been found to be closer to equilibrium

than reptile and amphibian assemblages (Araujo

and Pearson, 2005), and tree distributions in

Europe deviate significantly from equilibrium

conditions (Svenning and Skov, 2004).

Many studies have modeled future species dis-

tributions following prolonged climate change

(e.g. Illoldi-Rangel et al., 2004; Peterson et al., 2004).

The reliability of these models is still debatable

(Hampe and Petit, 2005; Carmel and Flather, 2006).

Many of these models rely on bioclimatic envelope

modeling or statistically sophisticated analogs (see

Thuiller et al., 2004). Most techniques neglect the

potential effects of biotic interactions on range

dynamics, assume that species are evolutionarily

homogeneous and unchangeable entities across

their range, and do not consider dispersal capacity,

which has the potential to constrain future

migrations of species and restrict species to habi-

tats that are predicted to remain suitable following

climate change (e.g. Hampe and Petit, 2005; Car-

mel and Flather, 2006; Crozier and Dwyer, 2006).

At broad scales, multiple environmental factors

covary and thus may limit the predictive value of
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these models (Currie et al., 2004; Crozier and

Dwyer, 2006). Moreover, the assumption that

present-day spatial patterns will translate to tem-

poral responses to climate change, particularly

since the rate and magnitude of climate change

exceeds levels within the unique evolutionary

history of many species, is often implicit, untest-

able, and possibly unreliable in these studies (see

White and Kerr, 2006). One way around this issue

might be to model future responses to anthro-

pogenic climate change based on observations of

responses over the twentieth century, although

few data-sets are sufficiently extensive and inten-

sive to provide such power (but see Kerr et al.,

2001; White and Kerr, 2006). Predicting how spe-

cies’ distributions will change in the next century

is clearly an inexact science that requires a number

of assumptions. These are not unreasonable. To a

large extent, these studies (particularly when they

include error estimates, as in Thomas et al., 2004)

demonstrate that biotic responses to climate

change will be very large and variable, but with

potentially massive negative consequences.

14.6 Land-use and climate-change
interactions

Although there is little doubt that both climate and

land-use changes affect biodiversity, and will

continue to do so into the future (Sala et al., 2000),

both of these factors have already had widespread

impacts. Effects specific to climate are more diffi-

cult to detect than the effects of land-use change,

which can be dramatic and obvious. To date, loss

of habitat due to conversion to human land use

almost certainly is the leading cause of extinction

for most mainland assemblages. Land-use change,

which encompasses many kinds of land-use/land-

cover conversions (e.g. urbanization, agricultural

expansion, or contraction), has accelerated extinc-

tion rates by perhaps three orders of magnitude

(e.g. May et al., 1995). Because interactions between

land use and climate changes are already evident,

a few comments specific to land use are justified,

not least because much of the evidence to date on

recent climate-change impacts on species dis-

tributions has been collected from areas where

human land uses are spatially coincident.

Since World War II, agricultural land uses have

intensified in much of North America and Western

Europe (Freemark and Boutin, 1995; Benton et al.,

2002). To increase yields, agriculture now relies

relatively heavily on massive pesticide and fertili-

zer use, mechanization, and irrigation, leading to

the widespread loss and degradation of field

boundary features (Freemark and Boutin, 1995;

Longley and Sotherton, 1997). The ecological out-

come has been the simplification of agricultural

systems, a reduction of natural enemy diversity

(Freemark and Boutin, 1995; Wilby and Thomas,

2002), the loss of natural habitat (Burel et al., 1998;

Benton et al., 2002), the fragmentation of land-

scapes, and the degradation of remaining habitats

(Burel et al., 1998). The net result of agricultural

development is a reduction in the capacity of

the environment to support biodiversity (Gaston

et al., 2003).

Habitat loss to agriculture is a primary cause of

species endangerment in the USA (Czeck et al.,

1997; Dobson et al., 1997b) and is also the best

predictor of numbers of endangered species across

Canada (Kerr and Cihlar, 2003, 2004; Kerr and

Deguise, 2004). Moreover, agricultural activities

prevent endangered species recovery in Canada by

making habitat loss permanent (Kerr and Deguise,

2004), and hinder the establishment of effective

protected areas networks (Deguise and Kerr, 2006).

A consequence of these observations is that con-

servation beyond the boundaries of traditional

protected areas will be essential. In that vein,

Leopold’s (1948) famous call for a new land ethic

was prescient.

The potential interaction between land-use and

climate changes seems poised to accelerate

extinction rates considerably (Thomas et al., 2004,

see also Buckley and Roughgarden, 2004; Harte

et al., 2004; Ladle et al., 2004; Thuiller et al., 2004),

especially if they act synergistically (Harte et al.,

1992; Myers, 1992; Thomas et al., 2004). Following

the last glacial retreat, species tracked shifting cli-

matic conditions across landscapes that presented

relatively few natural barriers (Collingham and

Huntley, 2000). However, recent anthropogenic

habitat modifications have led to widespread

habitat losses and fragmentation, and conse-

quently have generated barriers to movement that
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may prove insurmountable for many species

(Dennis and Shreeve, 1991; Collingham and

Huntley, 2000; Hill et al., 2001; IPCC, 2001). In

human-modified landscapes, many areas that will

become climatically suitable given expected cli-

matic changes may be remote from current dis-

tributions and beyond the dispersal capacity of

many species (Hill et al., 1999; Walther et al., 2002;

Pearson and Dawson, 2003). This could confine

species that are not adapted to agricultural envir-

onments to unsuitable, smaller areas as climate

causes their ranges to retract, thus increasing their

likelihood of extinction (Peters, 1992; IPCC, 2001;

Parmesan and Galbraith, 2004). Evidence from

Britain over the past century reveals that lack of

habitat suitability is already slowing the move-

ment of butterflies ranges northwards (Hill et al.,

1999). In Canada, butterfly species are responding

positively to climate change but negatively to land-

use change (Figure 14.2). Populations may also be

negatively affected by changes to a variety of

important biotic interactions, such as increased

predation, competition, and transmission of dis-

ease (IPCC, 2001). This last factor, which can be

affected by climate, has been implicated as a cause

of widespread amphibian decline (Pounds et al.,

2006). In short, many species may fail to track

shifting climatic conditions because of extensive

and intensive land-use change (Hill et al., 1999;

Warren et al., 2001).

Although climate changes to date remain small,

habitat availability is preventing some butterfly

species from tracking shifting climatic conditions

successfully Hill et al. (1999); Parmesan et al. (1999).

Warren et al. (2001) also report that climate and

land use changes are causing the distributions of

habitat specialist butterflies to decline more than

those of habitat generalists. Changes in climate

and habitat act as opposing forces near these spe-

cies’ range margins: the negative impacts of land

use changes along range margines overwhelm the

relaxation of climatic constraints along those mar-

gins (Warren et al. 2001). At the scale of entire

species’ ranges, climate change and habitat loss

may interact to increase extinction risk (Travis

2003). For example, patch occupancy models

demonstrate that extinction becomes very likely

below a species-specific threshold of habitat

availability (Travis 2003) and that this threshold

may be higher during periods of climate change.

That the interaction of climate and land use chan-

ges have already exerted significant effects makes

predictions of impending increases in extinction

rates (Sala et al. 2000) much more plausible.

14.7 Autecological characteristics and
species’ potential responses to climate
change

Since landscapes are increasingly becoming mod-

ified by humans, certain autecological character-

istics are expected to affect an individual species’

potential to respond successfully to climate change

(O’Grady et al., 2004; Kotiaho et al., 2005; Thuiller

et al., 2005). These include characteristics that

have been linked to extinction risk, such as local

abundance, range size, range fragmentation, body

size, and life-history specialization (O’Grady et al.,

2004). Several factors, such as low dispersal ability

and obligate mutualisms, may cause species to

respond slowly to climate change. Such lagged

responses may result from limited dispersal

potential that delays poleward/upward coloniza-

tion (Warren et al., 2001) or when a necessary

resource, such as an obligate food plant, itself

responds slowly to change (Parmesan et al., 1999).

During past climate changes, dispersal rates

were crucial to a species’ ability to colonize sui-

table habitat (Peters and Darling, 1985; Thomas,

2005). However, accelerating climate change will

likely require much higher migration rates than

those observed postglacially (Malcolm et al., 2002;

Pearson, 2005). The ability of a species to migrate

at a sufficient rate to keep up with the changing

climate will be dependent on the dispersal char-

acteristics of individual species and the natural (e.

g. mountain ranges) and human-modified (e.g.

habitat fragmentation) features of the landscape

over which dispersal is occurring (Peters, 1992;

Pearson and Dawson, 2003; Thomas, 2005). Colo-

nization ability at the expanding range margin can

also be affected by flight capacity and the species’

habitat preferences (Thomas, 2005). However, for

most species a lag will be expected before exten-

sive colonization is possible so their ranges may

decline initially (Peters, 1992). It is not clear how
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Figure 14.2 (a) Relationship between climate change and butterfly species richness change in Canada. Shades at the top of the scale
represent areas where butterfly species richness has decreased and shades at the bottom represent areas where butterfly species richness has
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lowest and n the highest intensity). In both panels white lines show the boundaries of the 15 ecozones in Canada.



long such a lag may be. It seems safe to say that

highly vagile species will have relatively little

difficulty tracking shifting climatic conditions,

whereas the survival of species with low dispersal

rates will depend more on the availability of sui-

table habitats (Pearson and Dawson, 2003; Mey-

necke, 2004). Evidence suggests that range-

restricted species tend also to have poorer dispersal

abilities (Gaston, 1994). Habitat specialists with low

colonization ability and poor dispersal are likely to

be most prone to extinction during climate change

and habitat loss (Travis, 2003).

Dispersal ability will strongly affect species’

ability to track rapidly shifting climatic conditions

and, thus, odds of survival in recently fragmented

landscapes (Thomas, 2000; Williams et al., 2005).

Modern fragmented landscapes and rapidly

changing climatic conditions favour well-developed

dispersal abilities and opportunistic species (Gas-

ton, 1994; Malcolm et al., 2002). A recent study

measured themigrationdistance ofNorthAmerican

tree species and found that fragmented landscapes

limited their dispersal (Iverson et al., 2004). More-

over, Turin and den Boer (1988) found that British

plant species with effective dispersal abilities were

generally increasing in range size, while those with

poor dispersal abilities were decreasing. Therefore,

a possible selection pressure may exist for species

to disperse larger distances. In the case of butter-

flies, which have at least one generation per year, it

is reasonable to predict that global change-induced

selection pressure for better dispersal may have

caused some species to increase their flight capa-

city over the past century.

Interspecific interactions will likely be altered by

climate change and will play a major role in

determining new species distributions (Peters,

1992). More specifically, it is likely that mutualisms

will significantly influence the ability of species to

disperse (Harte et al., 1992). Although many

species will be physically capable of migrating

quickly enough to track a changing environment,

the distribution of some species is limited by spe-

cific plant distributions or suitable habitats (Peters,

1992). Therefore, dispersal rates may be largely

determined by those of co-occurring plants and

habitat. For example, the dependence of many

butterfly species in northern Europe and Canada
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Figure 14.3 Phenological shift among different species groups, measured in the number of days (�S.E.M.). All assemblages show earlier
phenologies, ranging between about 3 days earlier (for trees) to nearly 6 days earlier (for plants, excluding trees). Taken from Root et al. (2003).
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on their larval food plants may influence their

response to climate change as the range limits of

plants are likely to be slower than those of butter-

flies (Grabherr et al., 1994; Parmesan et al., 1999;

Peterson et al., 2004). Plant species, in turn, fre-

quently depend on soil organisms that may dis-

perse even more slowly (Harte et al., 1992). Larval

stages of many butterflies also have obligate

mutualisms with ants to protect them against

predation and parasitism (Eastwood and Fraser,

1999), so it is likely that these species’ ranges will

be tied to those of their mutualist partners (Dennis

and Shreeve, 1991).

Substantial evidence demonstrates that global

warming has already had significant impacts on

the phenology of both plants and animals (Walther

et al., 2002; Root et al., 2003; Root and Hughes,

2005; Figure 14.3). Temperature and precipitation

both affect phenological development among

plants and animals, including the timing of

migration (among animals) or seed production

(among plants). Differential phenological shifts in

response to climate change could prove extremely

disruptive (Root and Hughes, 2005). It is easy to

imagine that such different phenological responses

could disrupt obligate mutualisms, potentially

leading to the extinction of one or both partners.

Anthropogenic climate change has also affected

the body size of a number of mammal species,

perhaps by altering their growth rates (see review

by Millien et al., 2006). Autecological observations

will be essential to untangle the array of biotic

interactions—and perhaps identify the ones that

matter most—affecting how species and commu-

nities respond to climate change.

14.8 Protected areas and conservation
in a changing climate

Climate and land-use changes are likely going to

force many species to shift beyond the boundaries

of existing protected areas. The addition of climate

change to the other stressors already affecting

habitats and their constituent species presents a

major challenge for the future conservation of

biodiversity (Parmesan and Galbraith, 2004). Pro-

tected areas have historically been at the centre of

conservation strategies and are widely viewed as a

particularly effective tool for conserving biodi-

versity, especially when managed well (Lawler

et al., 2003; Chape et al., 2005; Hannah et al., 2005).

Protected areas will remain an important con-

servation tool in the future since the area under

protection continues to increase worldwide while

remaining undisturbed habitat continues to

decline (Sanderson et al., 2002).

Protected areas are fixed in place while species

ranges are dynamic, leading to the real possibility

that global change will alter species compositions

in those areas (Scott et al., 2002; Burns et al., 2003;

Figure 14.4). Climate change impacts on the

effectiveness of parks will vary regionally (Suffling

and Scott, 2002), complicating efforts to rely on

them to protect biodiversity. New protected areas

may need to be planned for areas that are currently

unsuitable for target species (Williams et al., 2005),

underscoring the need for accurate prediction of

how species and communities will respond to cli-

mate change. Furthermore, many protected areas

have been established or managed to conserve

‘representative’ ecosystems or complements of

species that may be reshuffled in the future

(Hannah et al., 2002b), reducing the effectiveness of

reserve-selection procedures based only on pre-

sent-day patterns. Land-use changes around pro-

tected areas (e.g. Wiersma and Nudds, 2001) may

also expand the threat posed by climate change

(Pyke et al., 2005). These challenges loom large on

the horizon for conservation strategies based on

protected areas.

Conserving biodiversity in a dynamic world will

require new strategies that go beyond static

reserve-selection methods (Pyke et al, 2005). Con-

servation planning must explicitly account for the

individualistic species responses to climate change

as well as current patterns (Hannah et al., 2002a). A

shift from reactive to proactive conservation

approaches is necessary to assess how, where, and

when future threats will affect species persistence

(Bomhard et al., 2005). Conservation strategies

should not neglect populations at the trailing edge

of species’ ranges either: these may have dis-

tinctive ecological features and are sometimes

disproportionately important for the species’ sur-

vival and potential to retain an evolutionary

response to change (Hampe and Petit, 2005).
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Although the respective effects of land-use and

climate change differ, the best conservation stra-

tegies to address these aspects of global change

converge. Land-use conversion to agriculture is

now widespread, largely irreversible, and likely to

prevent much expansion of current protected areas

within affected lands (Deguise and Kerr, 2006).

Complementing traditional conservation focus on

protected areas, maintenance and restoration of

natural and semi-natural areas within human-

dominated landscapes can significantly increase

the diversity that can persist within a landscape

500

N

1000 km

Legend

Butterfly range
Protected areas

Absent

No observed change

Range expanded

Range contracted

0

Figure 14.4 The range of this butterfly species, the little wood satyr (Megisto cymela), has expanded north over the course of the
twentieth century and moved into new protected areas. Protected areas are dark outlined in black. The changes in butterfly range are indicated by
different shading and ecozones (similar to biomes) are outlined in white. This species, along with many others, is tracking rapidly warming winter
and growing season temperatures. Data adapted from White and Kerr (2006).
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(e.g. Ricketts, 2001; Hannah et al., 2002a; Da

Fonseca et al., 2005). Increasing emphasis on the

matrix, not just the habitat islands within it, will

also increase landscape connectivity with obvious

benefits for species that must shift in response to

climate change. Much can be learned from natural

corridors that were conduits for species dispersal

during past climate changes (Delcourt and

Delcourt, 1984). Maintenance of landscape linkages

running parallel to existing climate gradients will

improve landscape connectivity that will assist

biodiversity conservation efforts (Hunter et al.,

1988; Hobbs and Hopkins, 1991; Noss, 2001),

regardless of climate change. Finally, relatively

low-intensity (see Kerr and Cihlar, 2004) or mixed-

use agricultural landscapes (e.g. agroforestry;

Hannah et al., 2002b) can maintain increased

habitat and resource availability (Benton et al.,

2002) that make dispersal through such landscapes

more likely (see Parmesan and Galbraith, 2004;

Hannah and Hansen, 2005).

14.9 Conclusion

Because climate strongly affects where species are

found as well as their phenology, the significant

effects of the relatively modest climate change that

has already been observed can be expected to

accelerate in the near future. Further theoretical

and empirical developments are essential to

predict how species will respond to the global

changes anticipated during the twenty-first cen-

tury. Macroecology and theoretical ecology pro-

vide an essential framework for such research but

contributions to conservation in the face of the

massive threat posed by anthropogenic climate

change will be strongest when they can provide

credible mechanisms, preferably linked to species’

autoecological characteristics.

Although climate change presents a serious

threat to the human enterprise, its indirect effects

on biodiversity will also be profound and are

likely to accelerate extinction rates dangerously

(for discussion of extinction rates, see Lawton and

May, 1995). Many human activities rely on the

stable provision of irreplaceable ecosystem ser-

vices, which are syntheses of myriad species’

interactions. Sensible interpretation of the precau-

tionary principle suggests we must avoid

disrupting such interactions. Strategies to accom-

plish such an ambitious goal, such as maintain-

ing or restoring habitats in human-dominated

landscapes, are eminently justifiable from a scien-

tific perspective and should be implemented

immediately. These will improve the outlook for

biological diversity—and the human enterprise

that rests upon the services which diversity pro-

vides—whether the principal threat comes directly

from climate change, land-use change, or their

interaction.
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CHAPTER 15

Unanswered questions and why
they matter

Robert M. May

The earlier chapters in this book could be thought

of as travel notes from an intellectual journey

across the landscape of ecological science. In par-

ticular, the previous five chapters, 10–14, implicitly

or explicitly indicate some of the unintended con-

sequences of the growth in numbers of people and

in their environmental impacts. In this final chap-

ter, I begin with a survey of some quantitative

measures of the scale of human impacts. Empha-

sizing the many lamentable uncertainties in our

knowledge base, I focus especially on the rising

rates of extinction of plant and other animal

species.

Why should we care about such impoverish-

ment of our planet’s biological diversity? I outline

three kinds of possible reasons, under the headings

of narrowly utilitarian, broadly utilitarian, and

ethical. Each of these is then discussed, with

emphasis on ways in which current lack of

knowledge—lack of data and/or lack of theoretical

understanding—is a handicap. In places, this car-

ries the discussion into areas not commonly found

in ecology texts (ethical, economic, and political

questions, for instance). In other places, there is the

more familiar exhortation for more research on this

or that topic.

15.1 The growth of human populations

Contrary to some impressions, human population

growth has been far from simply exponential.

Broadly speaking, humans have been around for a

couple of hundred thousand years (Deevey, 1960;

Cohen, 1995). For essentially all this time, they

were small bands of hunter-gatherers, with the

total human population being variously estimated

at around 5–20 million people.

With the benefits of the invention of agriculture,

roughly simultaneously in various parts of the

world around 10 000 years ago, things started to

change. Denser aggregations of people became

possible, and villages began their journey to cities.

Following the advent of this agricultural revolu-

tion, human populations arguably grew more

rapidly in the first 5000 years than in the more

recent 5000, up to the beginning of the Scientific-

Industrial Revolution around the 1600s. This rela-

tive slowing of population growth is almost surely

associated with infectious diseases which were not

sustainable at the low population densities asso-

ciated with hunter-gatherers. Reader (2004) sum-

marizes it well: ‘Bacterial and viral diseases are the

price humanity has paid to live in large and den-

sely populated cities. Virtually all the familiar

infectious diseases have evolved only since the

advent of agriculture, permanent settlement and

the growth of cities. Most were transferred to

humans from animals—especially domestic ani-

mals. Measles, for instance, is akin to rinderpest in

cattle; influenza came from pigs; smallpox is rela-

ted to cowpox. Humans share 296 diseases with

domestic animals.’

The next big upsurge in population growth

resulted from agricultural and technological

advances spurred by the Scientific-Industrial

Revolution over the past few centuries. Human

numbers reached their first billion around 1830. It

took a century to double that.

Then arrived the third revolutionary upsurge,

driven this time by advances inmedical science—not
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CATscanners, butunderstandingof the transmission

dynamics of infectious diseases, coupled with

better hygiene and better nutrition (albeit still

inequitably distributed). The next doubling took

40 years, to four billion around 1970. In 2006 we

are about 6.5 billion.

Associated with population growth are great

changes in patterns of urbanization. In 1700, about

10% of the world’s population lived in cities. By

1900 it was 25%. Some time in 2006 (or maybe 2005

or 2007; our knowledge is not that precise) a child

will be born marking a hinge in history where, for

the first time, more people will live in cities than in

rural areas.

The present marks another tipping point in that

overall fertility rates have just dropped below

replacement levels: globally, although still with big

regional variations, the average woman is produ-

cing less than one female offspring. However, the

pyramidal shape of age profiles in most parts of the

world gives momentum to population growth, such

that even if fertility rates remain below unity the

human population will continue to grow through-

out the present century, reaching 9 billion around

2050.Andessentially all these addedpeoplewill live

in cities, taking the urban fraction in 2050 to 67%.

Walt Whitman once evoked the feelings we have

about the vast numbers of humans to have lived

before us: ‘row upon row, rise the phantoms

behind us’. But estimates of the total numbers of

Homo sapiens ever to have lived run around 80

billion or so. So if they were regimented in tidy

columns behind those alive today, each of us,

looking over a shoulder, would see only a dozen or

so phantoms. I find this a startling thought. It

certainly underlines the singularity of our time.

15.2 The scale of human impacts

Our predecessors, even in hunter-gatherer times,

had impacts on their environments. There are still

debates about the extent to which early humans, as

distinct from changing climate, contributed to the

extinction of the Pleistocene megafauna in Europe,

Africa, the Americas, and Australia, but there is no

doubt that humans extinguished roughly half the

bird species in Hawaii and New Zealand when

they arrived less than 1000 years ago.

Significant though they were, these earlier

impacts were not on the literally global scale of

today’s. It is estimated that humans now take to

their own use, directly or indirectly, between 25

and 50% of all net terrestrial primary productivity

(the commonly quoted figure is 40%; see Vitousek

et al., 1986; Daily, 1997). Perhaps even more strik-

ing, it has been estimated that more than half of all

the atoms of nitrogen, and also of phosphorous,

incorporated into green plants today come from

artificial fertilizers (produced with fossil-fuel

energy subsidies) rather than the natural biogeo-

chemical cycles which built, and which struggle to

maintain, the biosphere. These estimates are

necessarily imprecise, but they accord with a very

recent study, using satellite imagery, which found

40% of the Earth’s land surface being modified by

human use, mainly for agriculture.

The Worldwide Fund for Nature (WWF, 2004)

has presented estimates, country by country, of

humanity’s ecological footprint (EF) at current

levels of consumption. The EF for a given country

is defined as the biologically productive area

required to produce the food and wood people

consume, to give room for infrastructure, and to

absorb the carbon dioxide emitted from burning

fossil fuels. Thus estimated, the EF is expressed in

‘area units’. Any such estimate is necessarily

imprecise (the carbon dioxide bit arguably more so

than other components), but on the other hand

they are conservative in that other factors, such as

requirements for natural ecosystem services to

handle pollutants, are excluded. Having estimated

individual countries’ EF, the WWF adds them up

to get the overall global EF shown in Figure 15.1.

The observed increase over time derives partly

from population growth, and partly from increases

in the average footprint per person.

The WWF also estimate the total EF that indi-

vidual countries, and thence the planet, could

satisfy sustainably (the biological capacity, BC).

Here the figures depend, to a degree, on assump-

tions about the footprints of future crops and

energy sources. Figure 15.1 suggests we passed the

point where humanity’s actual EF exceeds the

sustainable level—a milestone of milestones—

around two decades ago. I again emphasize the

ineluctable uncertainties in any such estimates
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of footprints. Even so, I believe Figure 15.1 is

indicative.

The most unambiguous sign that human activ-

ities now are on a scale that rivals natural pro-

cesses is, of course, climate change. The evidence

for this, including the statement from the Science

Academies of all G8 countries along with China,

India, and Brazil, was set out at the start of the

previous chapter.

15.3 Numbers of species

The remainder of this chapter will focus not on

humans, but on consequences of our actions for

the other species we share the planet with.

Seen through a wider-angle lens, the impending

diminution of the Earth’s diversity of plant and

animal species could be an even greater threat than

climate change. Unfortunately, analysis of the

causes and consequences of accelerating extinction

rates is impeded by the rudimentary state of our

knowledge, which in turn derives more from past

intellectual fashions than dispassionate assess-

ment of scientific priorities. It is worth reflecting

that Newton’s Laws of Motion, and consequent

explanation of how planetary motions derive from

the inverse-square gravitational attraction of the

sun, came a full century before Linnaeus began

the task of codifying living things (the date of the

canonical tenth edition of De Rerum Naturae being

1758). This legacy of the lag between Linnaeus and

Newton lingers today.

In a review of Terborgh’s (1999) Requiem for

Nature, McKibben (1999) has commented bitterly

on these vagaries of human fashions and concerns:

‘You can follow the changes in the value of the

Japanese yen second by second from your desktop;

reporters by the dozen struggle valiantly to explain

the particulars of Microsoft’s antitrust defense. But

who can tell whether the tropical forest is dis-

appearing more or less speedily than it was in the

late 1980s when every singer worth her faded jeans

was cutting a CD in its defense? This question is

surely worth attention, since the equatorial jungles

contain more examples of creation’s fabulous

imagination than any other ecosystem, and since

its trees are a key part of the earth’s system for

cleansing excess carbon dioxide from the atmo-

sphere. Perhaps you have a dim sense that some

agreements have been signed to protect the
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Figure 15.1 An estimate of the total ecological footprint of the human population, 1960–2001, as defined and discussed in the text. The
straight line shows our planet’s estimated biological capacity (BC)—the total ecological footprint available on a sustainable basis. The estimated
actual total ecological footprint is expressed as a ratio to this baseline of ‘one planet, used sustainably’. From WWF (2004).
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rainforests, some programs put in place. But are

they working? What strategies make the most

sense to preserve what’s left? Far more money and

attention is devoted to, say, searching for and

describing the possible remains of microbial life in

the dust of Mars.’

So what is the current state of knowledge about

the planet’s organisms other than humans?

Currently around 1.6 million distinct species of

plants and eukaryotic animals have been named

and recorded (Hammond, 1995; May, 1999). Even

this number—analogous to the number of books in

the British Library or the US Library of Congress,

which are precisely known—is uncertain to within

around 10%, because the majority of species are

invertebrate animals of one kind or another, for

most of which the records are still on file cards in

separate museums and other institutions. The

consequence is a synonymy problem: the same

species being separately identified and differently

named in two or more places. Given, for example,

that some 40% of all named beetle species are

estimated to be known from only one geographic

site (and sometimes from a single specimen), and

that intercollated databases do not exist for many

groups, this synonymy problem should not sur-

prise us. Of course, a lot of taxonomic effort has

gone, and today goes, into sorting out synonymies,

especially in better-studied groups. But even as old

synonyms are resolved, new ones are being added.

In a seminal study, Solow et al. (1995) combined

theoretical and empirical work to make a start on

estimating true synonymy rates, with the aim of

getting a better idea of just how many distinct

species have been named and recorded. For thrip

species recorded since 1901, Solow et al. found a

directly observed synonymy rate of 22%, but esti-

mated the true rate of synonymy in this group to

be around 39%. Subsequent studies suggest com-

parable, although usually somewhat smaller,

numbers for other groups (May, 1999). Overall, it

could be argued that a discount factor of some-

thing like 20% might be applied to existing lists of

known species. This seems to me to be an impor-

tant area where more theoretical and empirical

work is warranted.

Currently, new species are being identified at a

rate of around 15 000–20 000 a year, while at the

same time earlier synonyms are being resolved at

around 3000–5000 each year, for a net addition of

very roughly 15 000 species each year.

So much for what is known. But how many

species may there be in total on Earth today?

Recent estimates lie in the range 5 million–15

million (Hammond, 1995; May, 1999). Lower

numbers, and also much higher ones, also have

their advocates. Even if we take a low estimate of 3

million still to be identified, at the current rates just

noted the job would take 200 years. Organizing

better databases, and using molecular information

about newly discovered species’ genomes (‘bar-

coding life’), promises to speed up this distress-

ingly slow task (Godfray and Knapp, 2004;

Savolainen et al., 2005). Even so, the craft of col-

lecting material in the field will remain a seriously

rate-limiting step.

15.4 Extinction rates

If we do not know how many species have been

identified—much less their functional roles in

ecosystems—to within 10%, nor the overall spe-

cies total to within an order of magnitude, we

clearly cannot say much about how many species

are likely to become extinct this century. We can

note that the IUCN Red Data Books in 2004, using

specific and sensible criteria, estimate 20% of

recorded mammal species are threatened with

extinction, and likewise 12% of birds, 4% of rep-

tiles, 31% of amphibians, 3% of fish, and 31%

of the 980 known species of gymnosperms

(IUCN, 2004). However, when these figures are

re-expressed in terms of the number of species

whose status has been evaluated (as distinct from

dividing the number known to be threatened by

the total number known—however slightly—to

science), the corresponding numbers are 23, 12, 61,

31, 26, and 34% respectively. This says a lot about

how much attention reptiles and fish have

received.

The corresponding figures for the majority of

plant species, dicotyledons and monocotyledons,

are respectively 4 and 1% of those known, and

74 and 68% of those evaluated. Most telling

are the two numbers for the most numerous

group, insects: 0.06% of all known species are
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threatened, compared with 73% of those actually

evaluated. The same pattern holds true for other

invertebrate groups. For these small things,

which arguably run the world, we know too little

to make any rough estimate of the proportions

that have either become extinct, or are threatened

with it.

These disparities in our knowledge about dif-

ferent groups reflect differential attention from the

research community. Rough estimates (and it

would be good to have better ones) suggest the

taxonomic workforce is roughly evenly divided

between vertebrate, plant, and invertebrate spe-

cies. Given that plant species are roughly 10 times

as numerous as vertebrate ones, and inverte-

brates—by conservative estimates—at least 100

times more numerous, this reflects a gross mis-

match between workforce and the task at hand

(Gaston and May, 1992). Things get worse when

we look at the conservation biology literature: a

study of papers in the two leading conservation

research journals from 1987 to 2001 showed

roughly 70% dealing with vertebrates, 20% with

plants, and 10% with invertebrates (of which half

were butterflies and moths, enjoying the status of a

kind of honorary bird; Clark and May, 2002). And

when we turn to conservation-oriented non-

governmental organizations, we find an even

greater preponderance of attention given not just

to vertebrate species, but to the roughly one-third

that are birds and mammals.

Perhaps surprisingly, we can nevertheless say

some relatively precise things about current and

likely future rates of extinction in relation to the

average rates seen over the roughly 550-million-

year sweep of the fossil record (May et al., 1995;

May, 1999). For bird and mammal species (a total

of approximately 14 000), there has been an aver-

age of about one certified extinction per year over

the past century. This is a very conservative esti-

mate of the true extinction rate, because many

species receive little attention even in this unu-

sually well-studied group. Such a rate, if con-

tinued, translates into an average ‘species life

expectancy’ of the order of 10 000 years. By con-

trast, the average life expectancy—from origina-

tion to extinction—of a species in the fossil record

lies in the general range 1–10 million years, albeit

with great variation both within and among

groups (May, 1999).

So, if birds and mammals are typical—and there

is no good reason to assume they are not—

extinction rates in the twentieth century were

higher, by a factor of 100–1000, than the fossil

record’s average background rates. And four dif-

ferent lines of argument suggest a further 10-fold

speeding up over the coming century (May et al.,

1995). Such an acceleration in extinction rates is of

the magnitude which characterized the Big Five

mass extinction events in the fossil record (Raup,

1998; Sepkoski, 1992). These Big Five are used to

mark changes from one geological epoch to the

next. Although there is much need for further

work to refine estimates of this kind, it does seem

likely that we are standing on the breaking tip of a

sixth great wave of mass extinctions.

The crucial difference between the impending

Sixth Wave of mass extinction and the previous

Big Five is that the earlier ones stemmed from

external environmental events. The sixth, set to

unfold over the next several centuries—seemingly

long to us, but a blink of the eye in geological

terms—derives directly from human impacts.

15.4.1 Why should we care about extinctions?

What fraction of all eukaryotic species ever to have

lived are alive on earth today? Following Raup

(1998), Sepkoski (1992), and others, I can give a

rough answer to this question. We saw above that

the rough life expectancy of a species in the fossil

record was typically a few million years. Juxta-

posing this species lifetime against the roughly

550-million-year sweep of the fossil record leads to

an estimate that the species extant at any one time

represent roughly 1% of the total ever to have

lived. The history of life on Earth, however, has

been one of very approximately linear increase in

diversification, so we might guess at approxi-

mately 2% for the proportion alive today.

Conversely, given that extinction has already

been the fate of 98%, and possibly more, of all

eukaryotes, why should the impending Sixth Mass

Extinction concern us? I think the reasons can be

brigaded under three broad headings, each posing

an agenda for research.
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15.5 Narrowly utilitarian considerations

Somewouldargue that knownandyet-undiscovered

species represent a precious resource of genetic

novelties. These may be the raw stuff of tomorrow’s

biotech revolution, producing new pharmaceutical

products, new foodstuffs, and other products for

the global economy. Let us not burn the books

beforewe have read them.

Whilst I am sympathetic to such attempts to

move biological diversity into the ambit of con-

ventional economics, in order to motivate political

concern, I am sceptical of this argument. I think it

more likely, with the pace of advances in under-

standing the molecular machinery of living things,

that tomorrow’s medicines will be designed from

the molecules up, rather than emerge from high-

tech bioprospecting.

There are, however, additional reasons for

seeking a better understanding of the species

richness and taxonomic details of neglected biota,

especially invertebrates. For one thing, most of the

benefits of modern medicine are oriented to the

developed world (Kremer and Glennerster, 2004);

the protozoan and helminth parasites which cause

mortality and morbidity in developing countries

deserve more taxonomic attention, both to them-

selves and to their vectors and (in some instances)

non-human animal reservoirs. The transmutation

of what was once traditional and local bushmeat

consumption into a full-blown and indeed globa-

lizing industry underlines this point in a different

way (Bell et al., 2005). HIV-1, HIV-2, and SARS are

three viruses which made it into human popula-

tions this way. How many are yet to come?

On a different tack, if the tree of life is to be

pruned by the anthropogenic extinction episode

currently underway, would it not be a good idea

deliberately to try to preserve the maximum pos-

sible amount of independent evolutionary history

(IEH), rather than the cuddliest species? And, if so,

how do we go about defining IEH? If we can

preserve, for example, 50% of species in an

assemblage, how do we quantify the difference

between random and IEH-optimal preservation?

Obviously, the discussion here overlaps with that

under the later heading Ethical considerations.

The idea that IEH, or something equivalent, be

used as an objective criterion in setting conserva-

tion priorities was originated by Vane-Wright et al.

(1991) and characterized as the ‘calculus of biodi-

versity’ by May (May, 1990b). But how, precisely,

are we to define IEH? Ideally, it might be best to

assess it at the most fundamental, genetic level by

some measure of information that is molecularly

coded in DNA. At present, it seems more practical

to work with information from the structure of

phylogenetic trees: if k species from a total of n are

saved, the fraction of IEH preserved can be mea-

sured by the overall branch lengths kept, as a ratio

to the total branch lengths of the original tree. If we

knew the tree structure, we would maximize IEH

by first identifying the k� 1 lowest branching

points (nodes) in the tree, counting from the root.

These define k clades, and we next select any one

species from each clade. This algorithm works

independent of whether we know the actual

lengths of the branches or merely the branching

order of the nodes (although, of course, firmer

estimates of the fraction saved can be made in the

former case). It is assumed here that all branch tips

are equidistant from the root; more details about

molecular evolution could give a picture in which

such lengths varied, although the basic ideas

would remain much the same (Faith, 1992; Nee

and May, 1997). Other schemes for implementing

such a calculus of biodiversity have been pro-

posed, which differ in detail, but not in essentials,

from the above (for recent reviews see Rodrigues

and Gaston, 2002b; Pavoine et al., 2005).

It turns out that, in general, simulations suggest

a surprisingly large amount of IEH is preserved

even when a large fraction of species is lost. Thus

80% of the underlying tree of life can survive even

when 95% of species are lost. Furthermore, algo-

rithms which maximize the preservation of IEH

are generally not very much better than choosing

the same number of survivors at random (Nee and

May, 1997). In accord with intuition, the differ-

ences between the two extremes of optimal and

random choices are more pronounced for trees

with comb-shaped topology (non-bifurcating

branches off a main stem) than for bush-shaped

ones (new nodes equally likely on any branch).

210 T H EOR E T I C A L E CO LOGY



Studies, such as that by Proches et al. (2006) on

angiosperm assemblages from four different vege-

tation types in South Africa, indicate that assess-

ments of IEH along the above lines do indeed reflect

the known site-specific evolutionary history of

South African flora ‘remarkably well’. I think such

studies of IEH in relation to ‘what is there today’ are

reassuring, in the sense that they suggest these

measures of IEH can indeed be a useful guide to the

‘agonies of choice’ (Vane-Wright et al., 1991) forced

upon us as we prune the tree of life.

Returning to the narrowly utilitarian theme of

this section, it must be recognized that conserva-

tion concern will often be focused on an individual

species for a particular reason—be it sentimental,

or practical for its contribution to tourist revenue

or other economic considerations, or both—

regardless of the species’ evolutionary significance.

I will conclude by returning to these tensions

among political, economic, social, or other con-

straining realities and the aspiration of optimizing

the preservation of our evolutionary heritage.

15.6 Broadly utilitarian considerations

A more broadly utilitarian argument for concern

about loss of biological diversity is that—as seen in

Chapters 8, 9 and 13—we do not yet know enough

about the structure and function of ecosystems to

be able to predict how much disturbance and

species loss they can undergo yet still deliver

ecosystem services upon which we depend.

We have just seen how poor our knowledge is

simply about how many species of animals, plants,

and microbes are present on Earth today. Addi-

tionally, for most of those species which have been

named and recorded—the majority of which are

invertebrates—we know little or nothing about the

roles they play in maintaining the ecosystems of

which they are part. One estimate is that we have

information about the behaviour and ecology of

fewer than 5% of all identified animal species

(Raven, 2004). So it is not surprising that we are

not yet very good at predicting the effects upon

local or regional ecosystems of the loss of species

as a consequence of habitat disturbance, or over-

exploitation, or introduction of alien species, or

combinations of such perturbations.

The United Nations-sponsored Millennium

Ecosystem Assessment, which involved some 1360

scientists from 95 countries and whose first global

assessment of the world’s ecosystemswas published

in 2005, represents a truly major effort to get to grips

with these uncertainties (Millennium Ecosystem

Assessment, 2005). It provides a comprehensive

appraisal of the condition of, and trends in, the

world’s ecosystems. Ecosystem services are the ben-

efit provided to humans as a result of species’ inter-

actions within the system. Some of these services are

local (e.g. provision of pollinators for crops), others

regional (e.g. flood control orwater purification), and

yet others global (e.g. climate regulation). In its

massive report the Millennium Ecosystem Assess-

ment identifies 24 categories of such ecosystem ser-

vices, broadly grouped under three headings:

provisioning, regulating, and cultural.

Table 15.1 summarizes these 24 categories of

service, along with indications of whether the

service is being enhanced or degraded. For provi-

sioning services, enhancement is defined to mean

increased production of the service through

changes in area over which the service is provided

(e.g. spread of agriculture or increased production

per unit area). The production is judged to be

degraded if the current use exceeds sustainable

levels. For regulating services, enhancement refers

to a change in the service that leads to greater

benefits for people (e.g. the service of disease reg-

ulation could be improved by eradication of a

vector known to transmit a disease to people).

Degradation of regulating services means a reduc-

tion in the benefits obtained from the service, either

through a change in the service (e.g. mangrove loss

reducing the storm protection benefits of an eco-

system) or through human pressures on the service

exceeding its limits (e.g. excessive pollution

exceeding the capability of ecosystems to maintain

water quality). For cultural services, degradation

refers to a change in the ecosystem features that

decreases the cultural (recreational, aesthetic, spiri-

tual, etc.) benefits provided by the ecosystem.

Note that of the 24 categories of ecosystem ser-

vices examined by the Millennium Ecosystem

Assessment, 15—roughly two-thirds—are being

degraded or used unsustainably. Whilst 15 have

thus suffered, only four have been enhanced in the
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past 50 years, of which three involve food pro-

duction: crops, livestock, and aquaculture. The

status of the remaining five is equivocal, as indi-

cated in the table’s notes.

The way economists conventionally calculate

gross domestic product (GDP) takes little or no

account of the role of ecosystem services. Thus an

oil tanker going aground, and wreaking havoc on

the region’s biota, will typically make a positive

contribution to conventional GDP (cleanup costs

are a plus; environmental damage deemed not

assessable). Costanza et al. (2001) have attempted

to assess the ‘GDP-equivalent’ of the totality of the

planet’s ecosystem services. Their guesstimate is

that such services have a value roughly equal to

global GDP as conventionally assessed. Any cal-

culation of this kind is beset with many uncer-

tainties, and some would argue that you simply

cannot put a price upon a service which is essential

to life. But I find it helpfully indicative.

One important step in the direction of a

more explicit and rigorous characterization of the

Table 15.1 Global status of ecosystem services (Millennium Ecosystem Assessment, 2005).

Service Status Notes

Provisioning services

Food

crops þ Substantial production increase

livestock þ Substantial production increase

capture fisheries � Declining production due to overharvest

aquaculture þ Substantial production increase

wild foods � Declining production

Fibre

timber þ /� Forest loss in some regions, growth in others

cotton, hemp, silk þ /� Declining production of some fibres, growth in others

wood fuel � Declining production

Genetic resources � Lost through extinction and crop genetic resource loss

Biochemicals, natural medicines,

pharmaceuticals

� Lost through extinction, overharvest

Fresh water � Unsustainable use for drinking, industry, and irrigation; amount of

hydro energy unchanged, but dams increase ability to use that energy

Regulating services

Air-quality regulation � Decline in ability of atmosphere to cleanse itself

Climate regulation

global þ Net source of carbon sequestration since mid-19th century

regional and local � Preponderance of negative impacts

Water regulation þ /� Varies depending on ecosystem change and location

Erosion regulation � Increased soil degradation

Water purification and waste

treatment

� Declining water quality

Disease regulation þ /� Varies depending on ecosystem change

Pest regulation � Natural control degraded through pesticide use

Pollination � * Apparent global decline in abundance of pollinators

Natural hazard regulation � Loss of natural buffers (wetlands, mangroves)

Cultural services

Spiritual and religious values � Rapid decline in sacred groves and species

Aesthetic values � Decline in quantity and quality of natural lands

Recreation and ecotourism þ /� More areas accessible but many degraded

þ , enhanced; � , degraded, in the senses defined in the main text. *The evaluation here is of ‘low to medium certainty’; all other trends are ‘medium to high

certainty’.
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components of ecosystem services is to develop

indicators. It can be argued that ecologists and

conservation biologists could learn from econo-

mists’ long-standing set of common and clear

indicators, used to track and influence the devel-

opment of markets. Some recent work of this kind

uses composite indicators from time-series data on

populations of birds or other vertebrates (see

Balmford et al., 2005). The UK uses one such

indicator, the UK Wild Bird Index, to help evaluate

the performance of its environmental policies

(Gregory et al., 2004). There is clear need for fur-

ther theoretical development of such measures of

trends in biodiversity and general ecosystem

health, carefully tested against relevant data

(Crane 2003). And this practice is being extended

within the European Union (Gregory et al., 2005).

As human numbers continue to grow, however,

we need deeper understanding of how humans

may alter habitats and ecosystems to provide for

their needs, but do so subject to constraints which

preserve both particular individual species and

key elements of ecosystems. As discussed in

Chapter 13, such ‘co-use’ will be no easy trick,

involving detailed ecological understanding case

by case. The alternative, however, would seem too

often to be a mosaic of degraded habitat, increas-

ingly threatening dedicated reserves, with all the

tensions that entails. Terborgh’s (1983) Five New

World Primates is a pioneering work in this arena. It

identifies a specific subset of tree species which

would need to be kept in order for more intensive

human exploitation of forests in the region of his

study site to be reconciled with the continued

survival there of five species of New World mon-

keys, all omnivores with a mixed diet of different

fruits and small prey items. A more wide-ranging

discussion of these issues, in an African context, is

given by Western et al. (1994).

In essence, the broadly utilitarian argument

recognizes that we do not know how much bio-

logical diversity we can lose, yet still keep eco-

system services on which humans depend. In this

situation, as emphasized by one of the founders of

the Conservation Movement, Aldo Leopold, ‘the

first rule of intelligent tinkering is to keep all the

pieces’. But maybe we could be clever enough to

survive in a greatly biologically impoverished

world. It would, very likely, be a world akin to that

of the cult movie Blade Runner. The question arises,

who would want to live in such a world? This

takes us to the third argument.

15.7 Ethical considerations

The ethical argument is simply put: we have a

responsibility to hand on to future generations a

planet as rich in natural wonders as the one we

inherited. Narrowly utilitarian considerations urge

us to preserve individual species, many of them

not yet recorded much less studied, because

tomorrow’s biotechnology may find their genes

useful. Broadly utilitarian considerations worry

about preserving ecosystems because we depend

upon their services. Some would say ethical con-

siderations are more vague; I find them more

compelling.

Some of the complexities of the ethical respon-

sibilities of human stewardship were set out elo-

quently by Aldo Leopold. Mourning the death in

the Cinncinnati Zoo in 1917 of Martha, the last

passenger pigeon, he wrote: ‘We grieve because no

living man will see again the onrushing phalanx of

victorious birds sweeping a path for Spring across

the March skies, chasing the defeated winter from

all the woods and prairies. . . .Our grandfathers,

who saw the glory of the fluttering hosts, were less

well-housed, well-fed, well-clothed than we are.

The strivings by which they bettered our lot are

also those which deprived us of pigeons. Perhaps

we now grieve because we are not sure, in our

hearts, that we have gained by the exchange. . . .

The truth is our grandfathers, who did the actual

killing, were our agents. They were our agents in

the sense they shared the conviction, which we

have only now begun to doubt, that it is more

important to multiply people and comforts than to

cherish the beauty of the land in which they live.’

This not only gives poetic expression to how many

of us feel, but I think it also raises the question of

whether I would feel the same way if I were a poor

farmer in a drought-stricken developing country,

striving to feed my family.

Such questions of environmental responsibility

in relation to present circumstances can be put in

sharper form, by returning to the EFs defined in
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connection with Figure 15.1. Figure 15.2 shows, for

the planet’s major regions, the average EF per

person (the height of the respective area) and the

total population (the width of the area). Obviously

the total footprint of each region is the area, as

shown in Figure 15.2. The total human footprint in

2001 is the sum of these areas. The resulting global

average EF per person in 2001 is 2.2 ha whereas,

returning to Figure 15.1, the WWF estimates the

planet’s BC per person that year—the EF per per-

son that the planet could sustain, for a given value

of the total human population—as 1.8 ha. Implicit

in such calculations are some interesting para-

doxes. Looking at individual countries, we find

(WWF, 2004) that for Sweden the average person’s

EF is 7.0, in a country where per-capita BC is 9.8.

The corresponding numbers for the average inha-

bitant of Egypt are EF 1.5 and BC 0.5. So the

average Swede is living below the country’s sus-

tainable limits, the average Egyptian well above.

Conversely, the average person’s EF in Sweden is

around five times that in Egypt. How do you parse

ethical responsibilities here? And these two coun-

tries are not extremes in the matrix of EFs in

relation to biological capacities of nations.

Similar questions can be framed on an even

larger canvas. Table 15.2 shows how, in 2000, the

world’s population, wealth (measured by GDP),

energy consumption, and inputs of carbon dioxide

into the atmosphere are partitioned among the

three worlds: rich (essentially the OECD coun-

tries), transitional, and poor countries. Observe

that the rich world, with 13% of the global popu-

lation, has more than half the global GDP and

likewise consumes roughly half the energy and

generates roughly half the greenhouse gas inputs.

These questions of ethical responsibilities to

future generations, and how to meet them in

appropriately equitable ways—given the past and

currently diverse patterns of population numbers

and resource consumption among nation states—

lead us back to Nowak and Sigmund’s early

chapter (Chapter 2) on problems and paradoxes of

cooperation. It is ironic to see fundamental theo-

retical questions about the evolution and main-

tenance of cooperative behaviour within human

and other animal communities, which date back to

Darwin, so entwined with pressing practical pro-

blems of how humankind, partitioned among

squabbling nations, can affectively address its
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Figure 15.2 The average human ecological footprint in 2001 is shown, in units of area (hectare, ha), for each of the planet’s major
geographical regions. The corresponding populations are indicated on the x-axis, and the resulting rectangular areas represent the total ecological
footprint by region. Adding all these together gives the total human ecological footprint for 2001, as shown in Figure 15.1.
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future on a finite planet (Ehrlich and Levin, 2005).

It may even be that, over the millennia since

agriculture was invented, the answer shaped by

evolutionary processes to the problem of building

complex but stable human societies was to favour

acquiescence in authoritarian hierarchies, with

their concomitant rigidities. If so, our present

predicament is an unusual illustration of Fisher’s

Fundamental Theorem1, with its inherent tension

between adaptedness and adaptability. I realize

that to end on this note is interpreting theoretical

ecology, with its many interesting and important

questions, unusually broadly. But not, in my view,

inappropriately so.

Table 15.2 The three worlds in 2000.

Poor Transition Rich

Population (billions) 4.1 1.2 0.8

Gross domestic product (trillion ppp$) 11 11 23

Industrial energy (TW) 2.9 3.2 6.3

Biomass energy (TW) 1.4 0.2 0.2

Fossil carbon (billion t of C/year) 1.6 1.7 3.1

1 Broadly, Fisher’s Fundamental Theorem states that a popula-

tion’s potential rate of change of gene frequency (which measures

its ability to adapt to changing circumstances) is proportional to the

variance in gene frequency, which will be small if essentially all

individuals are well-adapted to their current environment.
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Szabó, G. and Vukov, J. 2004. Cooperation for volun-

teering and partially random partnerships. Physical

Review E 69: 036107 (1–7).

Szathmary, E. and Demeter, L. 1987. Group selection of

early replicators and the origin of life. Journal of Theo-

retical Biology 128: 463–486.

Takahashi, N. and Mashima, R. 2003. The Emergence of

Indirect Reciprocity: is the Standing Strategy the Answer?,

Working Paper Series no. 29. Center for the Study of

Cultural and Ecological Foundations of the Mind,

Hokkaido University, Japan.

Takens, F. 1981. Detecting strange attractors in turbu-

lence. In Dynamical Systems and Turbulence (Rand, D.A.

and Young, L.-S., eds), pp. 366–381, Lecture Notes in

Mathematics, vol. 898. Springer-Verlag, Berlin.

Taylor, A.D. 1988. Parasitoid competition and the

dynamics of host-parasitoid models. American Nat-

uralist 132: 417–436.

Taylor, P.D. and Jonker, L.B. 1978. Evolutionary stable

strategies and game dynamics. Mathematical Bios-

ciences 40: 145–156.

Terborgh, J. 1974. Preservation of natural diversity: the

problem of extinction prone species. BioScience 24:

715–722.

Terborgh, J.T. 1983. Five New World Primates: a Study in

Comparative Ecology. Princeton University Press, Prin-

ceton, NJ.

Terborgh, J.T. 1999. Requiem for Nature. Island Press,

Washington DC.

Thebault, E. and Loreau, M. 2005. Trophic interactions

and the relationship between species diversity

and ecosystem stability. American Naturalist 166:

E95–E114.

Thomas, C.D. 2000. Dispersal and extinction in frag-

mented landscapes. Proceedings of the Royal Society of

London B Biological Sciences 267: 139–145.

Thomas, C.D. 2005. Recent evolutionary effects of climate

change. In Climate Change and Biodiversity (Lovejoy, T.

E. and Hannah, L., eds), pp. 75–88. Yale University

Press, New Haven, CT.

Thomas, C.D., Cameron, A., Green, R.E., Bakkenes, M.,

Beaumont, L.J., Collingham, Y.C. et al. 2004. Extinction

risk from climate change. Nature 427: 145–148.

Thompson, K. 2000. The functional ecology of soil seed

banks. In Seeds: the Ecology of Regeneration in Plant

Communities (Fenner, M., ed.), pp. 215–235. CAB

International, Wallingford.

Thuiller, W., Araujo, M.B., Pearson, R.G., Whittaker, R.J.,

Brotons, L., and Lavorel, S. 2004. Biodiversity con-

servation: uncertainty in predictions of extinction risk.

Nature 430: 1 p following 33.

Thuiller, W., Lavorel, S., and Araujo, M.B. 2005. Niche

properties and geophical extent as predictors of species

sensitivity to climate change. Global Ecology and Bio-

geography 14: 247–357.

Tilman, D. 1976. Ecological competition between algae:

experimental confirmation of resource-based competi-

tion theory. Science 192: 463–465.

Tilman, D. 1977. Resource competition between plank-

tonic algae: an experimental and theoretical approach.

Ecology 58: 338–348.

Tilman, D. 1980a. Resources: a graphical-mechanistic

approach to competition and predation. American

Naturalist 116: 362–393.

Tilman, D. 1980b. Resource competition, spatial hetero-

geneity, and species diversity: an equilibrium approach

to plant community structure. American Naturalist 116:

362–393.

Tilman, D. 1982. Resource Competition and Community

Structure. Monographs in Population Biology, Prince-

ton University Press, Princeton, NJ.

Tilman, D. 1988. Plant Strategies and the Dynamics and

Structure of Plant Communities. Princeton University

Press, Princeton, NJ.

Tilman, D. 1990. Mechanisms of plant competition for

nutrients: the elements of a predictive theory of com-

petition. In Perspectives on Plant Competition (Grace, J.

and Tilman, D., eds), pp. 117–141. Academic Press, San

Diego.

244 R E F E R ENC E S



Tilman, D. 1994. Competition and biodiversity in spa-

tially structured habitats. Ecology 75: 2–16.

Tilman, D. 1996. Biodiversity: population versus ecosys-

tem stability. Ecology 77: 350–363.

Tilman, D. 1999. The ecological consequences of changes

in biodiversity: a search for general principles. Ecology

80: 1455–1474.

Tilman, D. 2004. Niche tradeoffs, neutrality, and com-

munity structure: a stochastic theory of resource

competition, invasion, and community assembly. Pro-

ceedings of the National Academy of Sciences USA 101:

10854–10861.

Tilman, D. and Wedin, D. 1991a. Plant traits and resource

reduction for five grasses growing on a nitrogen gra-

dient. Ecology 72: 685–700.

Tilman, D. and Wedin, D. 1991b. Dynamics of nitrogen

competition between successional grasses. Ecology 72:

1038–1049.

Tilman, D. and Pacala, S. 1993. The maintenance of spe-

cies richness in plant communities. In Species Diversity

in Ecological Communities (Ricklefs, R.E. and Schluter,

D., eds), pp. 13–25. University of Chicago Press, Chi-

cago.

Tilman, D. and Karieva, P. (eds) 1997. Spatial Ecology: the

Role of Space in Population Dynamics and Interspecific

Interactions, Monographs in Population Biology. Prin-

ceton University Press, Princeton, NJ.

Tilman, D., Kilham, S.S., and Kilham, P. 1982. Phyto-

plankton community ecology: the role of limiting

nutrients. Annual Review of Ecology and Systematics 13:

349–372.

Tilman, D., May, R.M., Lehmanm, C.L., and Nowak, M.

A. 1994. Habitat destruction and the extinction debt.

Nature 371: 65–66.

Tilman, D., Knops, J., Wedin, D., Reich, P., Ritchie, M.,

and Sieman, E. 1997. The influence of functional

diversity and composition on ecosystem processes.

Science 277: 1300–1302.

Tilman, D., Reich, P.B., Knops, J., Wedin, D., Mielke, T.,

and Lehman, C. 2001a. Diversity and productivity in a

long-term grassland experiment. Science 294: 843–845.

Tilman, D., Fargione, J., Wolff, B., D’Antonio, C.M.,

Dobson, A.P., Howarth, R.W. et al. 2001b. Forecasting

agriculturally driven global environmental change.

Science 292: 281–284.

Tilman, D., Reich, P.B., and Knops, J. 2006. Biodiversity

and ecosystem stability in a decade-long grassland

experiment. Nature 441: 629–632.

Tong, H. 1990. Non-linear Time Series: a Dynamical Systems

Approach. Oxford University Press, Oxford.

Traulsen, A. and Nowak, M.A. 2006. Evolution

of cooperation by multi-level selection. Proceedings

of the National Academy of Sciences USA 103:

10952–10955.

Traulsen, A., Sengupta, A.M., and Nowak, M.A. 2005.

Stochastic evolutionary dynamics on two levels. Journal

of Theoretical Biology 235: 393–401.

Travis, J.M.J. 2003. Climate change and habitat destruc-

tion: a deadly anthropogenic cocktail. Proceedings of the

Royal Society of London 270: 467–473.

Tregonning, K. and Roberts, A. 1979. The robustness of

natural systems. Nature 281: 563–564.

Trenbath, B.R., Conway, G.R., and Craig, I.A. 1990.

Threats to sustainability in intensified agricultural

systems: analysis and implications for management. In

Agroecology: Researching the Ecological Basis for Sustain-

able Agriculture (Gliessman, S.R., ed.), pp. 337–366.

Springer-Verlag, New York.

Trivers, R.L. 1971. The evolution of reciprocal altruism.

Quarterly Review of Biology 46: 35–57.

Tscharntke, T. and Brandl, R. 2004. Plant-insect interac-

tions in fragmented landscapes. Annual Review of

Entomology 49: 405–430.

Tuljapurkar, S.D. 1982. Population dynamics in variable

environments. 3. Evolutionary dynamics of r selection.

Theoretical Population Biology 21: 141–165.

Turchin, P. 2003. Complex Population Dynamics: a Theore-

tical/Empirical Synthesis. Princeton University Press,

Princeton, NJ.

Turin, H. and Den Boer, P.J. 1988. Changes in the dis-

tribution of carabid beetles in The Netherlands since

1880. II. Isolation of habitats and long-term time trends

in the occurrence of carabid species with different

powers of dispersal (Coleoptera, Carabidae). Biological

Conservation 44: 179–200.

Turnbull, L.A., Rees, M., and Crawley, M.J. 1999. Seed

mass and the competition/colonization trade-off: a

sowing experiment. Journal of Ecology 87: 899–912.

Turnbull, L.A., Crawley, M.J., and Rees, M. 2000. Are

plant populations seed-limited? A review of seed

sowing experiments. Oikos 88: 225–238.

Turner, II, B.L., Clark, W.C., Kates, R.W., Richards, J.F.,

Mathews, J.T., and Meyer, W.B. 1990. The Earth as

Transformed by Human Action. Cambridge University

Press, Cambridge.

Turner, J.R.G., Gatehouse, C.M., and Corey, C.A.

1987. Does solar energy control organic diversity?

Butterflies, moths and the British climate. Oikos 48:

195–205.

Turner, W.R. and Wilcove, D.S. 2006. Adaptive decision

rules for the acquisition of nature reserves. Conserva-

tion Biology 20: 527–537.

Turner, W.R., Wilcove, D.S., and Swain, H.M. 2006.

State of the Scrub: Conservation Progress, Management

R E F E R ENC E S 245



Responsibilities, and Land Acquisition Priorities for

Imperiled Species of Florida’s Lake Wales Ridge. Archbold

Biological Station, Lake Placid, Florida.

UNICEF. 2001. Progress Since the World Summit for Chil-

dren: A Statistical Review. United Nations Children’s

Fund, New York.

United Nations Food and Agriculture Organization. 2001.

The State of Food Insecurity in the World 2001. UN Food

and Agriculture Organization, Rome.

United Nations Food and Agriculture Organization. 2006.

FAOSTAT. Food and Agriculture Organization, Rome.

Utida, S. 1957. Population fluctuation, an experimental

and theoretical approach. Cold Spring Harbour Symposia

on Quantitative Biology XXII: 139–151.

Uyenoyama, M. and Feldman, M.W. 1980. Theories of kin

and group selection: a population genetics perspective.

Theoretical Population Biology 17: 380–414.

Vandermeer, J.H. 1969. The competitive structure of

communities: an experimental approach with Proto-

zoa. Ecology 50: 362–371.

Vandermeer, J. and Perfecto, I. 1995. Breakfast of Biodi-

versity. The Truth about Rainforest Destruction.First Foof

Books, Oakland, CA.

Vandermeer, J. and Perfecto, I. 2005. The future of

farming and conservation. Science 308: 1257.

Vane-Wright, R.I., Humphries, C.J., and Williams, P.H.

1991. What to protect? Systematics and Choice. Biolo-

gical Conservation 55: 235–254.

van Nouhuys, S. and Hanski, I. 2002. Colonization rates

and distances of a host butterfly and two specific

parasitoids in a fragmented landscape. Journal of

Animal Ecology 71: 639–650.

Varley, G.C. and Gradwell, G.R. 1960. Key factors in

population studies. Journal of Animal Ecology 29: 399–401.

Verhulst, P.F. 1838. Notice sur la loi que la population

suit dans son accroissement. Correspondances Mathé-
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